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Abstract  

This report presents an overview of the activities carried out by the work package 2 (WP2) during the first 
six months of the project. These activities include providing state-of-art physical layer channel models and 
performance indicators. Moreover, preliminary analysis of the state-of-art radio access techniques and 
backhauling methods is also provided. In order to meet the challenges of an small cell deployment with a 
holistic design of radio access network and backhaul network promising candidate technologies for the 
physical layer are introduced. Based on these technologies a consolidated list of assumptions is derived 
which serves as input to WP5. 
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1 Introduction 
Due to the increasing popularity of iPhones, netbooks, tablets, and other smart phones, the mobile data traffic 
has experienced an unprecedented growth. Furthermore, it is expected that this traffic will be increased by 
500 to 1000 times by 2020 [1]. In order to meet this exponential increase in throughput requirement, dense 
deployment of small cells and (partly) centralized processing of RAN (radio access network) functionalities 
are two promising strategies being investigated in the iJOIN project.  

The reason to complement cellular networks with small cell deployment is twofold: Firstly, the distance 
between the small cell (SC) and user equipment (UE) decreases and thus path-loss is reduced exponentially. 
Hence maintaining the same Quality of Service (QoS), modulation order can be increased and redundancy 
added by forwards error correcting (FEC) codes can be decreased which results in significant gain in data 
rate. Secondly, small cells facilitate better use of spectrum as compared to large cells (e.g., macro cells) and 
consequently result in large data rate. Some other advantages of small cell deployment include the reduction 
in coverage holes, increased energy efficiency, and improved cost efficiency. However, the main challenge 
of small cell deployment is the strong inter-cell interference (ICI) in both uplink and the downlink, which 
requires appropriate processing techniques. Without such techniques, e.g., the potential of multiple-input-
multiple-output (MIMO) of increasing date rate linearly with the minimum of transmit and receive antennas 
cannot be realized in the presence of high interference. Hence, the ICI is a main challenge in the deployment 
of small cells. On the other hand, as a UE is likely to be in the vicinity of several SCs, a joint processing 
among these SCs can significantly improve the system performance. Within this project we introduce the 
iJOIN small cell (iSC) and the RAN-as-a-service (RANaaS) concept, which allows for a flexible cooperative 
processing among iSCs and a (partly) centralized processing in the RANaaS. As communication between 
these entities is provided by the backhaul network, both the radio access and the backhaul have to be 
optimized jointly in order to maximize the overall system performance. In iJOIN project, J1 terminology is 
used to represent the backhaul links between RANaaS and iSCs. Furthermore, backhaul links that connect 
iSCs together are represented by J2. 

The main objective of WP2 in iJOIN is to investigate Physical layer (PHY) approaches for a joint design of 
access and backhaul network with the aim of increasing the overall throughput, energy efficiency, and 
utilisation efficiency of very dense small networks with (partly) centralized processing. Motivated by this 
fact, in this report, the preliminary state-of-the-art (SotA) for physical layer techniques for ICI reduction and 
different approaches for joint transmit and receive processing are presented. Furthermore, in order to 
implement these techniques in a distributed system, backhaul interfaces are required either between the iSCs 
or between iSCs and RANaaS. State of the art channel models and related PHY parameters are also required 
to study and analyse the performance indicators.  

Based on the SotA analysis, promising candidate technologies (CTs) for the physical layer are introduced, 
which are topics of further investigations within the iJOIN project. In the future, these approaches will be we 
studied for the four iJOIN common scenarios (CSs) which have been developed in WP5. The detailed 
description of these CSs is given in IR5.1 and a brief description is given below: 

CS1 Stadium: This scenario represents a stadium which is full of people who are gathered for a special 
match. Most of the people want to capture these special moments and share with their friends through 
internet instantly. Some of them want to listen to the commentary and views of the experts using You-tube. 
Due to this huge mobile data traffic, there is a risk of poor cellular service or even completely lose 
connectivity. The potential solution for this problem is to deploy iSCs which increase the network capacity 
and QoS. 

CS2 Square: This is about an area which is usually surrounded by shops, offices, restaurants, and parks. In 
general this square area exists in almost every university campus. Thousands of people visit this place for 
social activities. In order to provide good quality broadband services, the network capacity and coverage 
have to be increased through dense deployment of iSCs. 

CS3 Wide-area continuous coverage: This scenario represents a city centre in which thousands of users use 
broadband services during busy hours. This area usually covers several kilometres and surrounded by large 
buildings and shopping plazas (i.e., dense urban area). Dense small cells are employed to increase the 
coverage and total network capacity.  

CS4 Airport/Shopping Mall: This represents an indoor scenario in general which includes airport and 
shopping malls as special cases. At airport, thousands of people use internet while waiting for the plane and 
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similarly at shopping malls, broadband services are used by many people at a time. iSCs are employed at the 
airports and shopping malls to accommodate this huge data traffic. 

After the executive summary in section two, the 3GPP LTE network will be introduced in section three. The 
SotA channel models are then presented for point-to-point MIMO (without cooperation) and cooperative 
(which usually include relays) systems. In this section, various performance metrics are also described which 
are used to compare the different CTs. Furthermore, in order to achieve the iJOIN objectives, different SotA 
PHY techniques for the access network are described. A comprehensive literature survey about the backhaul 
schemes is also given at the end of this section. 

In the fourth section, various CTs from PHY perspective are presented where each candidate technology is 
applicable for at-least one iJOIN common scenario. Furthermore, the assumptions and requirements for each 
CT are also explicitly defined. The iJOIN objectives achieved by each CT are also discussed. 

Finally, the fifth section is devoted to the consolidated assumptions and requirements i.e., it gives a holistic 
overview of the assumptions and requirements of all the CTs. This section facilitates to derive the iJOIN 
architecture and set the basis for the other WPs. 
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2 Executive Summary 
This report describes the main activities carried out by WP2 during the first six months of the project. The 
main objective of this report is to present state of the art literature survey for the PHY layer techniques, 
which have the potential to reduce (or even exploit) inter-cell interference in the downlink and exploit multi-
user diversity in the uplink with joint processing and joint detection. Furthermore, a state of the art literature 
on current backhauling of cellular networks and emerging new trends is also provided. This consequently 
results in significant improvement of the various performance metrics (which are also discussed in this 
report), particularly for the cell-edge users in the realistic cellular environment. The report is organized as 
follows: 

In Section 3, the SotA channel models, PHY parameters, performance indicators, RAN and backhauling 
techniques are presented. A general architecture of a 3GPP LTE network is defined in section 3.1.1. It is 
discussed that the entire network is divided into E-UTRAN (evolved universal terrestrial radio access 
network) and the EPC (evolved packet core). E-UTRAN is responsible for transmission between the UEs 
whereas EPC is mainly used for control, management, and interworking with outside networks. The 
description about small cells, relays, and remote radio heads (RRHs) is also provided in this section. The 
SotA PHY layer parameters are described in section 3.1.2. It is discussed that LTE operates in both 
frequency division duplexing (FDD) and time division duplexing (TDD). The description about different 
PHY channels and signals for both uplink and downlink is provided. Moreover, the modulation and coding 
schemes which are used in SotA LTE are also mentioned. The brief description about the SotA MIMO 
architecture and about its different transmission modes is also provided. The channel models for point-to-
point networks (i.e., without cooperation) are given in section 3.1.3.1. In this section, 3GPP channel delay 
profiles, maximum Doppler frequencies and correlation matrices (that represents correlation between iSCs 
and UEs) are given. Moreover, path-loss model for an outdoor scenario is also given in this section. The 
SotA channel models for cooperative systems (e.g., when a relay is present) are presented in section 3.1.3.2. 
In this section, scenarios are defined in which relays can be beneficial. Moreover, the models and/or values 
are given for large-scale fading, angle of departure, angle of arrivals, delay spread, and cross-correlation 
(e.g., correlation in shadowing may exist between different relay to iSC links).  

Key performance indicators (which will later be used to compare different PHY techniques) are discussed in 
section 3.1.4. The SotA study for the cell-spectral efficiency and cell edge-user spectral efficiency of 
different coordinated multipoint transmission (CoMP) schemes is given. The SotA requirements and iJOIN 
objectives for different performance metrics are explicitly defined in this section. 

Section 3.2 is about the SotA PHY techniques being applicable to small cell deployments. In section 3.2.1, 
the idea of distributed and iterative multi-user detection (e.g., using turbo principle) is presented. Moreover, 
it is discussed that the trade-off exists between the detection ability and amount of exchange information 
(i.e., quantisation level). The idea of CoMP is discussed in section 3.2.2 and it is mentioned that benefits of 
traditional MIMO can be realized for cellular networks by mitigating or exploiting inter-cell interference. A 
comprehensive SotA literature survey is given for different types of CoMP. Since backhaul and channel state 
information (CSI) on the transmit side are the main challenges for practical CoMP, different schemes are 
discussed in this section to reduce this backhauling and other signalling overheads. In section 3.2.2, the main 
advantages of CoMP are also listed. The promising technique of joint network channel coding (e.g., 
distributed Turbo and LDPC codes) is discussed in section 2.2.3 in the context of multiple relay access 
channel i.e., when a single relay is used for the uplink transmission of many UEs simultaneously. The SotA 
literature on this particular topic is also presented. It is discussed that through joint network channel coding, 
network’s capacity can be increased considerably. Another new approach known as Radio over Fibre (RoF) 
is discussed in section 3.2.4 and the standardization works in this field are also provided. 

The SotA backhaul techniques are presented in section 3.3. Fibre-based backhauling is discussed in section 
3.3.1 and previous literature survey related to this topic is also presented. It is discussed in section 3.3.2 that 
wireless backhaul is easier to deploy and has many other advantages over wired backhaul. Moreover, 
wireless backhaul can be categorized into traditional microwave (5-42 GHz), sub 6 GHz microwave, 
unlicensed (60 GHz) and licensed (70-80 GHz) millimetre wave systems, and Free-space optics systems. The 
main characteristics, advantages and limitations of each type of wireless backhaul are also discussed in this 
section. Furthermore, the link budget analysis is also presented for microwave and millimetre wave 
backhauls under different cases. In-band backhauling is explained in section 3.3.3. Furthermore, depending 
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upon the mode of carrier frequency, duplex operation and cell-ID, various types of relays are discussed in 
this section. 

Furthermore, in Section 4, seven PHY CTs are discussed, which address one or more of the four iJOIN CSs 
that have been developed in WP5. Moreover, the explicit assumptions, requirements, and objectives of each 
CT 2.x are explicitly defined. The CT 2.1 “In-network processing” is described in section 4.2 performs partly 
distributed multiuser detection by exchanging local estimates between iSCs. In section 4.3, the CT 2.2 
“Multipoint turbo detection” is presented which implements the iterative turbo detection in a distributed 
fashion. In section 4.4, joint network-channel coding is described as a promising CT to increase the spectral 
efficiency of uplink access network. In this CT, the network code at the relay and channel codes at the UEs 
are jointly optimized to achieve the iJOIN objectives. With the aim to increase the spectral efficiency (or 
sum-rate) and energy efficiency, downlink (DL) CoMP with backhaul constraints is presented as a CT 2.4 in 
section 4.5. Similar to section 4.5, inter-cell interference coordination is considered in section 4.6 as CT 2.5. 
CT 2.6 describes the RoF architecture in detail in section 4.7. First the conventional RoF architecture is 
described and then novel frequency-domain RoF architecture is proposed in order to increase the area 
throughput and energy efficiency considering the non-ideal backhaul links. The preliminary and brief 
discussion for the CT 2.7 (60GHz backhauling) is provided in section 4.8. It is mentioned that the 60GHz 
wireless link is used as a backhaul between the small cell and RANaaS whereas the LTE access link between 
UE and the small cell. The main objective of this scenario is to increase the throughput by optimizing the 
functional split.  

Finally, the WP2 assumptions and requirements for all CTs in the consolidated form are presented in the 
Section 5. The assumptions are categorized as 1) Architectural assumptions and 2) Implementation 
assumptions.  
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3 State of the art 

3.1 PHY State of the art of 3GPP LTE Rel. 10/11/12 
The physical layer of 3GPP LTE-A is based on orthogonal frequency division multiple access (OFDMA). It 
is a wideband system that avoids fixed frequency planning like in GSM (global system for mobile 
communications) and is more flexible than W-CDMA (wideband code division multiple access) systems. 
While true orthogonal frequency division multiplexing (OFDM) is only used in the downlink, most of its 
components are reused in the uplink, which uses single-carrier FDMA (SC-FDMA). 

LTE was designed to be as flexible as possible, supporting a large number of different modulation schemes, 
code and data rates, carriers, bandwidths, MIMO techniques, and TDD as well as FDD. Resources can be 
flexibly assigned to users and the transmission scheme is adapted to the momentary channel gain. As the 
name LTE indicates, it also offers room for improvement in the future.  

3.1.1 General Architecture 
An overview of the general architecture of a 3GPP LTE network is depicted in Figure 3-1. It can be 
separated into the E-UTRAN and the EPC [26]. While the E-UTRAN is responsible for the direct radio 
connection to users, the EPC handles the communication with other networks as well as most of the 
management. 

 
Figure 3-1: Overview of the general architecture of 3GPP LTE [7] 

The UEs send their data to and receive transmissions from the base stations denoted eNB (evolved node B), 
who are in turn connected to the EPC. An eNB controls multiple UEs and is responsible for radio resource 
management (RRM) and control, MAC, and PHY. 

The communication with other IP services is managed via the S-GW (service gateway) and the P-GW 
(package gateway). While the S-GW acts as a router and mobility anchor, the P-GW allocates IP addresses, 
enforces QoS, and filters packets accordingly. 

The MME is the central control node of the network. It manages bearers and connections as well as some 
security aspects. A data base of all subscriber information is located at the HSS (home subscriber service). 
Charging and QoS are controlled by the PCRF (policy control and charging function). 

All elements are connected using different interfaces. Most important of these are the S1 and X2 interfaces 
that connect an eNB to the EPC and other eNBs, respectively, and the radio interface between the UEs and 
an eNB, which is called Uu. 
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The 3GPP EPS architecture is designed under the assumption that logical network entities correspond to 
physical entities, and that logical network functions are located in such physical network entities. To provide 
an example, the logical network entity “eNB” corresponds to a physical entity in the network, i.e. a base 
station. The logical function “RRM” is executed in this eNB, therefore also in a specific physical location. 
The separation of logical and physical network entities and functions as such is therefore not addressed 
specifically in the 3GPP specifications. 

In the current access topology macrocell base stations (BSs) with directional antennas are used for mid-scale 
to large-scale coverage whereas microcell BSs equipped with omnidirectional antennas typically cover 
distances of about 100 m [28]. The future trend to smaller cells is reflected by recent research and 
development of picocells and femtocells. Small cells are low power cells aimed at covering a restricted 
geographical area, offloading the macrocell network of users that are generally in bad conditions (indoor) or 
in dense environments (e.g., airport, shopping mall, train station). Two types of cells that are usually 
associated to the small cell terminology can be identified: 

a) picocells usually cover small but dense areas (hot-spot) such as mall, airport, etc, 

b) femtocells are usually located in residential or corporate environments (mainly indoor oriented) 

Except some technical discrepancies obviously reflected by the type of the cell (in terms of raw 
computational power, simultaneously supported users, covered area, etc.) the main difference lies in the way 
the cells are deployed and connected to the operator’s core network. Indeed, if picocells are usually operator-
deployed, thus part of the operator’s network planning, femtocells are end-user deployed and usually make 
use of the user’s broadband access (DSL line or cable) as a third-party backhaul. Picocells support the exact 
same set of functionalities and feature as macrocells in the 3GPP view. However, femtocells have some 
limitations due to the unplanned nature of their deployment and their possible high density resulting in 
mutual interference. 

A further trend that can be observed in the later releases of 3GPP is the deployment of small cells that do not 
offer the same functionality as macro BS, but only work in support of them: 

1. Relays [26]: In contrast to traditional repeaters that just amplify and re-broadcast a signal, the 3GPP 
relays demodulate and decode received data and then re-transmit it. They thereby enhance the 
signals quality. Relays can be either used to increase the network density or extend the coverage. In 
contrast to macro BS they do not require a direct backhaul link, since this is provided by the donor 
BS. 3GPP has defined a few categories / types of relays, these are described in Section 3.3.3. 

2. Remote Radio Heads (RRHs) [27]: A RRH can be seen a part of a widely distributed antenna 
system. It usually consists of an antenna and transceiver, but little data processing devices. Like the 
relay, it re-transmits the received signal to a donor BS, e.g. via a fibre connection, but without 
decoding the data. It can be used to increase coverage or signal quality as well, but it also opens the 
possibility to combine the signals of multiple RRHs for a joint detection at the donor BS. 

3.1.2 PHY Layer Parameters 
The LTE physical layer is described in the 3GPP technical specifications TS 36.211 for the physical channel 
[74] and TS 36.212 for the modulation and coding scheme (MCS) [80]. This section will briefly present the 
main physical layer parameters in LTE. For more details, the reader should refer to the previously mentioned 
specifications. 

3.1.2.1 Frame Type 
LTE can operate in both FDD and TDD modes allowing its deployment in paired and unpaired spectrum. 
Both modes share the same underlying framework: radio access schemes, subframe formats, configuration 
protocols, system architecture, procedures, etc. 

Two 10 ms radio frame types are introduced for transmission in LTE: 

• Type 1 applicable to FDD: uplink and downlink frames are simultaneously transmitted on different 
frequencies. This type can be applied to both half and full duplex systems, i.e., systems where 
reception and emission could be done at the same time (full) or not (half). A frame structure type 1 
consists of 20 slots of length Tslot = 0.5 ms, numbered from 0 to 19. One subframe i is made of the 
two consecutive slots 2i and 2i +1. The minimum resource in time domain is one subframe. Figure 
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3-2 shows the type 1 frame structure. In this figure, Ts is the basic time unit corresponding to the 
sampling frequency of 30.72 MHz.  

#0 #1 #2 #3 #19#18

One radio frame, Tf = 307200Ts = 10 ms

One slot, Tslot = 15360Ts = 0.5 ms

One subframe
 

Figure 3-2: Frame structure Type 1 (FDD) [74] 

 

• Type 2 applicable to TDD: uplink and downlink frames are alternatively transmitted on the same 
frequency. A 10 ms frame structure type 2 is made of two half-frames of length 5 ms each. Each 
half-frame consists of five subframes of length 1 ms. As for frame structure type 1, each subframe i 
is defined as two slots, 2i and 2i +1 of length Tslot =0.5ms. The schematic is visualized in Figure 3-3. 

 

One slot, 
Tslot=15360Ts

GP UpPT
SDwPTS

One radio frame, Tf = 307200Ts = 10 ms

One half-frame, 153600Ts = 5 ms

30720Ts

One 
subframe, 
30720Ts

GP UpPT
SDwPTS

Subframe #2 Subframe #3 Subframe #4Subframe #0 Subframe #5 Subframe #7 Subframe #8 Subframe #9

 
Figure 3-3: Frame structure Type 2 (TDD) [74] 

 

The uplink-downlink configurations are presented in Table 3-1, where each subframe in a radio frame can 
either be noted “D” for downlink transmissions, “U” for uplink transmissions or “S” for a special subframe 
with the three following fields illustrated in Figure 3-3. 

• DwPTS (downlink pilot time slot) 

• GP (guard period) 

• UpPTS (uplink pilot time slot) 
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Table 3-1: Uplink-downlink configurations [74] 

Uplink-downlink 
configuration 

Downlink-to-Uplink 
Switch-point 
periodicity 

Subframe number 

0 1 2 3 4 5 6 7 8 9 

0 5 ms D S U U U D S U U U 

1 5 ms D S U U D D S U U D 

2 5 ms D S U D D D S U D D 

3 10 ms D S U U U D D D D D 

4 10 ms D S U U D D D D D D 

5 10 ms D S U D D D D D D D 

6 5 ms D S U U U D S U U D 

 

3.1.2.2 Uplink Overview 

3.1.2.2.1 Physical Channels/Signals 
In uplink, the physical layer is divided into physical channels. Channels are separated in two groups 
depending on the type of information they transport: 

• Physical Channels: The physical channels carry information from the higher layers. Three types of 
physical channels are defined in uplink: 

o Physical Uplink Control Channel (PUCCH): dedicated channel of one user to carry uplink 
control information (such as reporting, acknowledgment …). 

o Physical Uplink Shared Channel (PUSCH): shared space among the users to carry data 
information and/or reporting (if PUCCH does not suffice). 

o Physical Random Access Channel (PRACH): used by users to trigger a random access if 
needed. 

• Physical Signals: The physical signals do not carry information from the higher layers. Two types of 
physical signals are defined in uplink 

o Demodulation Reference Signal (DMRS): used within a PUCCH or PUSCH transmission to 
help the base station in demodulating the data. 

o Sounding Reference Signal (SRS): used for uplink scheduling purpose among a set of users. 

3.1.2.2.2 Resource Allocation 
Uplink resources are allocated per subframe, where a subframe is made of two consecutive slots. One slot is 
structured in a time-frequency grid as shown in Figure 3-4. Subcarriers are grouped to form a Resource 
Block (RB), which represents the smallest allocation unit. Usually subcarriers are 15 kHz spaced and 12 
subcarriers form one RB. The total number of RBs nPRB for the frequency domain depends on the system 
bandwidth (e.g., 50 RBs for a 10 MHz system, 100 RBs for a 20 MHz system …). 

To limit Peak-to-Average Power Ratio (PAPR) issue, Single-Carrier Frequency Division Multiple Access 
(SC-FDMA) is used in the time domain. The idea is to assign collocated frequency resources (subcarriers) to 
one user when scheduled as shown by Figure 3-5. The number of SC-FDMA symbols used in the time 
domain of the grid depends if extended cyclic prefix is enabled (6 symbols) or not (7 symbols). 
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Figure 3-4: Uplink resource grid [74] 

 

 
Figure 3-5: SC-FDMA principle [81]  
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Both extremities of the spectrum are dedicated to PUCCH transmission, while the spectrum centre is the 
PUSCH area. Regarding the PRACH, this channel is 6 RBs long and made of subcarriers with a lower 
spacing, 1.25 kHz instead of 15 kHz. Its exact place in one frame (FDD) or in an uplink occasion within one 
frame (TDD) is governed by Table 5.7.1-2 and Table 5.7.1-3 of [74], respectively. An example is shown in 
Figure 3-6. 

 
Figure 3-6: PUCCH/PUSCH allocation area (PRACH areas given as an example) 

 

To increase diversity, frequency hopping is introduced for the PUCCH/PUSCH allocation. On a slot basis, 
the frequency allocation is moved in a mirror fashion for PUCCH as shown in Figure 3-7 for 4 PUCCHs. 

0=m

0=m1=m

1=m
2=m

2=m3=m

3=m

One subframe

0PRB =n

1UL
RBPRB −= Nn

 

Figure 3-7: Mapping to physical resource blocks for PUCCH [74] 

 

For PUSCH, optional frequency hopping can be defined on slot/subframe basis with a mirror or a “random” 
pattern. Exact details on the mapping of the channels and the signals to the resource element of the grids 
within a frame can be found in [74]. 

3.1.2.2.3 Modulation and Coding Scheme 
Uplink data transmission supports QPSK, 16QAM, and 64QAM modulation. The bit-to-symbol mapping is 
given in section 7 of [74]. Channel coding is made either by a rate 1/3 binary convolutional code (shown in 
Figure 3-8) or a rate 1/3 turbo code (shown in Figure 3-9), while rate matching allows coding rate flexibility 
[80]. More details can be found in [80] for each physical channel/signal encoding, including CRC 
attachment, channel encoder choice, and code block segmentation/concatenation. 

In terms of useful data allocation, the downlink control information (DCI) used by the base station to specify 
the uplink MCS to be used by the mobile contains (but not only) the resources allocated in terms of RB and 
the TBS in case of a new transmission (which depends on the number of spatial layers in case of MIMO). 

PUSCH area 

PUCCH area 

PUCCH area 
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PRACH 
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Based on the presence or not of a SRS, the last SC-FDMA symbol of a subframe (made of 14 OFDM 
symbols with normal prefix) is either occupied or free, As DMRS signals are always transmitted on the 4th 
SC-FDMA symbols of one slot (i.e. 2 DMRS signals per subframe), a resource block will be made of 11 or 
12 SC-FDMA symbols, each one made of 12 subcarriers. Once the number of available symbols is derived 
from the previous operations, the data stream made of TBS bits is encoded with a rate 1/3 channel encoder 
and rate matching will select the corresponding number of bits to fill the grid of SC-FDMA symbols 
allocated to data. 

D D D DD D
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Figure 3-8: Rate 1/3 tail biting convolutional encoder [74] 
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Figure 3-9: Rate 1/3 turbo encoder (dotted lines apply for trellis termination only) [74] 

 

3.1.2.2.4 MIMO 
Spatial multiplexing is also supported in the uplink (starting from Release 10) with a maximum of 4 transmit 
antennas. A maximum of two codewords (resulting from the channel encoding) can be transmitted. Those 
codewords are mapped into υ layers, which represent the maximum number of spatial streams the BS can 
detect. A precoding matrix is then applied to distribute the layers over the transmit antennas. Details of the 
procedure and the precoding matrices are given in [74]. It should be noted that space-time block coding is 
not supported in the LTE uplink. 
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Figure 3-10: Overview of uplink physical channel processing [74] 
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3.1.2.3 Downlink Overview  

3.1.2.3.1 Physical Channels/Signals 
The smallest time-frequency unit for downlink transmission is defined as a resource element. It is one 
OFDM subcarrier for the duration of one OFDM symbol. The available time-frequency resources are 
categorized in terms of these resource elements which can be flexibly assigned to users as per the application 
requirements, users’ demands, and scheduling guidelines. An LTE resource block is composed by 12 OFDM 
subcarriers transmitted for the duration of one LTE slot, which has a length of 0.5 ms. To allow coherent 
demodulation of data by users, some resource elements in each resource block serve as reference signals for 
learning the channel state. 

A downlink physical channel corresponds to a set of resource elements carrying information originating from 
higher layers. Channels are separated in two groups depending on the type of information they transport: 

• Physical Channels: The physical channels carry information from the higher layers. The physical 
channels defined for downlink are: 

o Physical Broadcast Channel (PBCH): This physical channel carries system information for 
UEs requiring to access the network. 

o Physical Control Format Indicator Channel (PCFICH): As the name implies the PCFICH 
informs the UE about the format of the signal being received. It indicates the number of 
OFDM symbols used for the PDCCHs, whether 1, 2, or 3.  

o Physical Downlink Control Channel (PDCCH): The main purpose of this physical channel is 
to carry mainly scheduling information of different types: 

 Downlink resource scheduling 

 Uplink power control instructions  

 Uplink resource grant  

 Indication for paging or system information  

The PDCCH contains a message known as the Downlink Control Information (DCI) which 
carries the control information for a particular UE or group of UEs.  

o Physical Downlink Shared Channel (PDSCH): The PDSCH is the main data bearing channel 
which is allocated to users on a dynamic and opportunistic basis. The PDSCH carries data in 
what's known as Transport Blocks (TB) which correspond to a MAC payload data unit 
(PDU). They are passed from the MAC layer to the PHY layer once per Transmission Time 
Interval (TTI). 

o Physical Hybrid ARQ Indicator Channel (PHICH): This channel is used to report the hybrid 
automatic repeat request (HARQ) status. It carries the HARQ ACK/NACK signal indicating 
whether a transport block has been correctly received. The HARQ indicator is 1 bit long - 
"0" indicates ACK, and "1" indicates NACK. 

o Physical Multicast Channel (PMCH): This channel defines the physical layer structure to 
carry Multimedia Broadcast and Multicast Services (MBMS). The PMCH is designed for a 
single-frequency network and it requires that the base stations transmit with tight time 
synchronization the same modulated symbols.  

o Enhanced Physical Downlink Control Channel (EPDCCH): This control channel carries 
scheduling assignments. An enhanced physical downlink control channel is transmitted 
using an aggregation of one or several consecutive enhanced control channel elements where 
each former element consists of multiple enhanced resource element groups. 

• Physical Signals: A downlink physical signal corresponds to a set of resource elements used by the 
physical layer but does not carry information originating from higher layers. The following downlink 
physical signals are defined:  

o Reference Signals: The basic purpose of reference signals is to help the users in estimating 
the channel impulse response. Reference signals are generated as the product of an 
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orthogonal sequence and a pseudo-random numerical sequence. A specified reference signal 
is assigned to each cell within a network and acts as a cell-specific identifier. When the eNB 
has more than one antenna, the reference signals are transmitted so that users can estimate 
impulse response associated with each transmitting antenna. 

o Synchronization Signals: Synchronization signals use special type of pseudo-random 
orthogonal sequences. These are classified as primary and secondary synchronization 
signals, depending how they are used by UE during the cell search procedure. Both primary 
and secondary synchronization signals are transmitted regularly by the cells so as to enable 
users search and camp on appropriate cell. 

3.1.2.3.2 Modulation and Coding Scheme 
3GPP defines two types of channel coding schemes which can be applied to transport channels (TrCHs): 

• tail biting convolutional coding 

• turbo coding. 

The details for these coding schemes have been provided above in the uplink overview for coding schemes in 
Section 3.1.2.2.3.  

Concerning the downlink modulation schemes, the bits which are obtained at the output of the coding 
function are converted to the symbols using the selected modulation scheme. This operation transforms the 
bit streams in appropriate number of complex valued modulated symbol streams [74]. The modulation 
schemes which can be used are given in Table 3-2. 

 
Table 3-2: Modulation schemes 

Physical channel Modulation schemes 

PDSCH QPSK, 16QAM, 64QAM 

PMCH QPSK, 16QAM, 64QAM 

3.1.2.3.3 Transmission modes and Spatial Multiplexing (MIMO) in LTE Downlink 
In the downlink, LTE uses technologies such as MIMO to achieve high data rates; however, it also offers 
fallback technologies such as transmit diversity or SISO. Beamforming is also supported. However, in this 
case the number of base station antennas is not specified; it depends on the implementation.  

All UEs are configured with a transmission mode to help them determine how to process data transmissions 
received on the PDSCH. The transmission modes actually indicate specifically the mode for PDSCH 
transmissions identified in the PDCCH. The transmission mode configured for an individual UE is 
determined by both the capability of the UE and also the capabilities and engineering of the eNB cell site. 
The mode chosen indicates the subset of downlink transmission schemes that will be used for this UE. While 
the UE maintains an active connection, the eNB will decide which downlink antenna transmission scheme to 
use based on feedback received from the UE. Transmission modes also influence or limit the types of 
channel quality feedback reports that the UE needs to generate and send back to the network. Table 3-3 
defines the transmission modes which were standardized in Release 11. 
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Table 3-3: Transmission Modes in LTE 

Transmission Modes in LTE 

Transmission Mode Description Comment 

1 Single transmit antenna single antenna port; port 0 

2 Transmit diversity 2 or 4 antennas 

3 Open loop spatial multiplexing with cyclic 
delay diversity (CDD) 

2 or 4 antennas 

4 Closed loop spatial multiplexing 2 or 4 antennas 

5 Multi-user MIMO 2 or 4 antennas 

6 Closed loop spatial multiplexing using a 
single transmission layer 

1 layer (rank 1), 

2 or 4 antennas 

7 Beamforming single antenna port, port 5 (virtual 
antenna port, actual antenna 
configuration depends on 
implementation) 

8 Dual-layer beamforming dual-layer transmission, antenna ports 
7 and 8 

9 Multi-layer beamforming Up to 8 layers , antenna ports 7 to 14 

10 Multi-layer beamforming Up to 8 layers , antenna ports 7 to 14 

 

In LTE, one or two code words are mapped to one to four layers. To achieve multiplexing, a precoding is 
carried out. In this process, the layers are multiplied by a precoding matrix from a defined code book and 
distributed to the various antennas. This precoding is known to both the transmitter and the receiver. In the 
specification, code books are defined for one, two, and four antennas, as well as for spatial multiplexing 
(with and without cyclic delay diversity (CDD)) and transmit diversity. Table 3-4 shows the code book for 
spatial multiplexing with two antennas as an example. Code books for four antennas are also defined [74]. 
 

Table 3-4: Precoding for 2 antennas 

Codebook index Number of layers υ  
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3.1.3 Channel Models 

3.1.3.1 Point-to-Point Channel Models 
Point to point channel models typically apply to the case where there is no cooperation involved via 
intermediate relay nodes. Furthermore, classically the variations (commonly known as fading) of a wireless 
channel are classified as either large-scale or small-scale. Large-scale fading consists of two processes: a 
mean path loss due to a decrease in the strength of the signal as a function of the increasing distance from the 
transmitter and log-normally distributed variations about the mean (also called shadowing). Small-scale 
fading (or multipath fading) occurs due to constructive and destructive combination of radio waves arriving 
at the receiver through multiple reflective paths and is the main focus of this section. The multipath 
propagation channels typically consist of: 

• A delay profile in the form of a "tapped delay-line", characterized by a number of taps at fixed 
positions on a sampling grid. The profile can be further characterized by the root mean square 
(r.m.s.) delay spread (DS) and the maximum delay spanned by the taps. 

• A combination of channel model parameters that include the Delay profile and the Doppler spectrum 
that is characterized by a classical spectrum shape and a maximum Doppler frequency.  

• A set of correlation matrices defining the correlation between the UE and eNB antennas in case of 
multi-antenna systems. 

3GPP has defined following channel models for E-UTRA work [2]. 

3.1.3.1.1 3GPP Channel Delay Profiles 
These delay profiles are selected to be representative of low, medium and high delay spread environments. 
The resulting model parameters are defined in Table 3-5 and the tapped delay line models are defined in 
Table 3-6, Table 3-7 and Table 3-8, respectively. 

Table 3-5: Delay profiles for E-UTRA channel models [2] 

Model Number of 
channel taps 

Delay spread 
(r.m.s.) 

Maximum excess 
tap delay (span) 

Extended Pedestrian A (EPA) 7 45 ns 410 ns 

Extended Vehicular A (EVA) 9 357 ns 2510 ns 

Extended Typical Urban (ETU) 9 991 ns 5000 ns 

 
Table 3-6: Extended Pedestrian A model (EPA) [2] 

Excess tap delay [ns] Relative power [dB] 

0 0.0 
30 -1.0 
70 -2.0 
90 -3.0 

110 -8.0 
190 -17.2 
410 -20.8 
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 Table 3-7: Extended Vehicular A model (EVA) [2] 

Excess tap delay [ns] Relative power [dB] 

0 0.0 
30 -1.5 

150 -1.4 
310 -3.6 
370 -0.6 
710 -9.1 

1090 -7.0 
1730 -12.0 
2510 -16.9 

 
Table 3-8: Extended Typical Urban model (ETU) [2] 

Excess tap delay [ns] Relative power [dB] 

0 -1.0 
50 -1.0 

120 -1.0 
200 0.0 
230 0.0 
500 0.0 

1600 -3.0 
2300 -5.0 
5000 -7.0 

 

3.1.3.1.2 Combination of Channel Model Parameters 
Table 3-9 shows propagation conditions that are used for the performance measurements in multi-path fading 
environment for low, medium and high Doppler frequencies. 

Table 3-9: Channel model parameters [2] 

Model Maximum Doppler frequency 

EPA 5Hz 5 Hz 

EVA 5Hz 5 Hz 

EVA 70Hz 70 Hz 

ETU 30Hz 30 Hz 

ETU 70Hz 70 Hz 

ETU 300Hz 300 Hz 

 

3.1.3.1.3 MIMO Channel Correlation Matrices 
The MIMO channel correlation matrices defined in this section apply for the antenna configuration (of 
transmit antennas nT x number of receive antennas nR) using uniform linear arrays at both eNB and UE. 
Table 3-10 defines the channel spatial correlation matrix spatR , where the parameters α and β denote the 
spatial correlation between the antennas at the eNB and UE. 
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Table 3-10: Spatial correlation matrices [2] 

Antenna 
configuration 

Spatial correlation matrix 
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For cases with more antennas at either eNB or UE or both, the channel spatial correlation matrix can still be 
expressed as the Kronecker product of eNBR  and UER  according to UEeNBspat RRR ⊗= .The parameters α  
and β  for different correlation types are given in Table 3-11. 

Table 3-11: Correlation Values [2] 

Low correlation Medium Correlation High Correlation 

α β α β α β 

0 0 0.3  0.9  0.9  0.9  

 

The correlation matrices for high, medium and low correlation are defined in Table 3-12, Table 3-13 and 
Table 3-14, as below.  
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Table 3-12: MIMO correlation matrices for high correlation [2] 

Antenna 
config. 

Spatial correlation matrix 

1x2  








=

19.0
9.01

highR  

2x2  


















=

19.09.081.0
9.0181.09.0
9.081.019.0
81.09.09.01

highR  

4x2  

































=

1.0000    0.8999    0.9883    0.8894    0.9542    0.8587    0.8999    0.8099  
0.8999    1.0000    0.8894    0.9883    0.8587    0.9542    0.8099    0.8999  
0.9883    0.8894    1.0000    0.8999    0.9883    0.8894    0.9542    0.8587  
0.8894    0.9883    0.8999    1.0000    0.8894    0.9883    0.8587    0.9542  
0.9542    0.8587    0.9883    0.8894    1.0000    0.8999    0.9883    0.8894  
0.8587    0.9542    0.8894    0.9883    0.8999    1.0000    0.8894    0.9883  
0.8999    0.8099    0.9542    0.8587    0.9883    0.8894    1.0000    0.8999  
0.8099    0.8999    0.8587    0.9542    0.8894    0.9883    0.8999    1.0000  

highR
 

4x4  

























































=

1.0000    0.9882    0.9541    0.8999    0.9882    0.9767    0.9430    0.8894    0.9541    0.9430    0.9105    0.8587    0.8999    0.8894    0.8587    0.8099  
0.9882    1.0000    0.9882    0.9541    0.9767    0.9882    0.9767    0.9430    0.9430    0.9541    0.9430    0.9105    0.8894    0.8999    0.8894    0.8587  
0.9541    0.9882    1.0000    0.9882    0.9430    0.9767    0.9882    0.9767    0.9105    0.9430    0.9541    0.9430    0.8587    0.8894    0.8999    0.8894  
0.8999    0.9541    0.9882    1.0000    0.8894    0.9430    0.9767    0.9882    0.8587    0.9105    0.9430    0.9541    0.8099    0.8587    0.8894    0.8999  
0.9882    0.9767    0.9430    0.8894    1.0000    0.9882    0.9541    0.8999    0.9882    0.9767    0.9430    0.8894    0.9541    0.9430    0.9105    0.8587  
0.9767    0.9882    0.9767    0.9430    0.9882    1.0000    0.9882    0.9541    0.9767    0.9882    0.9767    0.9430    0.9430    0.9541    0.9430    0.9105  
0.9430    0.9767    0.9882    0.9767    0.9541    0.9882    1.0000    0.9882    0.9430    0.9767    0.9882    0.9767    0.9105    0.9430    0.9541    0.9430  
0.8894    0.9430    0.9767    0.9882    0.8999    0.9541    0.9882    1.0000    0.8894    0.9430    0.9767    0.9882    0.8587    0.9105    0.9430    0.9541  
0.9541    0.9430    0.9105    0.8587    0.9882    0.9767    0.9430    0.8894    1.0000    0.9882    0.9541    0.8999    0.9882    0.9767    0.9430    0.8894  
0.9430    0.9541    0.9430    0.9105    0.9767    0.9882    0.9767    0.9430    0.9882    1.0000    0.9882    0.9541    0.9767    0.9882    0.9767    0.9430  
0.9105    0.9430    0.9541    0.9430    0.9430    0.9767    0.9882    0.9767    0.9541    0.9882    1.0000    0.9882    0.9430    0.9767    0.9882    0.9767  
0.8587    0.9105    0.9430    0.9541    0.8894    0.9430    0.9767    0.9882    0.8999    0.9541    0.9882    1.0000    0.8894    0.9430    0.9767    0.9882  
0.8999    0.8894    0.8587    0.8099    0.9541    0.9430    0.9105    0.8587    0.9882    0.9767    0.9430    0.8894    1.0000    0.9882    0.9541    0.8999  
0.8894    0.8999    0.8894    0.8587    0.9430    0.9541    0.9430    0.9105    0.9767    0.9882    0.9767    0.9430    0.9882    1.0000    0.9882    0.9541  
0.8587    0.8894    0.8999    0.8894    0.9105    0.9430    0.9541    0.9430    0.9430    0.9767    0.9882    0.9767    0.9541    0.9882    1.0000    0.9882  
0.8099    0.8587    0.8894    0.8999    0.8587    0.9105    0.9430    0.9541    0.8894    0.9430    0.9767    0.9882    0.8999    0.9541    0.9882    1.0000  

highR
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Table 3-13: MIMO correlation matrices for medium correlation [2] 

Antenna 
config. 

Spatial correlation matrix 

1x2 N/A 

2x2 


















=

19.03.027.0
9.0127.03.0
3.027.019.0

27.03.09.01

mediumR  

4x2 

































=

1.0000    0.9000    0.8748    0.7873    0.5856    0.5271    0.3000    0.2700    
0.9000    1.0000    0.7873    0.8748    0.5271    0.5856    0.2700    0.3000    
0.8748    0.7873    1.0000    0.9000    0.8748    0.7873    0.5856    0.5271    
0.7873    0.8748    0.9000    1.0000    0.7873    0.8748    0.5271    0.5856    
0.5856    0.5271    0.8748    0.7873    1.0000    0.9000    0.8748    0.7873    
0.5271    0.5856    0.7873    0.8748    0.9000    1.0000    0.7873    0.8748    
0.3000    0.2700    0.5856    0.5271    0.8748    0.7873    1.0000    0.9000    
0.2700    0.3000    0.5271    0.5856    0.7873    0.8748    0.9000    1.0000    

mediumR  

4x4 

























































=

1.0000    
0.9882    
0.9541    
0.8999    
0.8747    
0.8645    
0.8347    
0.7872    
0.5855    
0.5787    
0.5588    
0.5270    
0.3000    
0.2965    
0.2862    

  0.2700    

0.9882    
1.0000    
0.9882    
0.9541    
0.8645    
0.8747    
0.8645    
0.8347    
0.5787    
0.5855    
0.5787    
0.5588    
0.2965    
0.3000    
0.2965    
0.2862    

0.9541    
0.9882    
1.0000    
0.9882    
0.8347    
0.8645    
0.8747    
0.8645    
0.5588    
0.5787    
0.5855    
0.5787    
0.2862    
0.2965    
0.3000    
0.2965    

0.8999    
0.9541    
0.9882    
1.0000    
0.7872    
0.8347    
0.8645    
0.8747    
0.5270    
0.5588    
0.5787    
0.5855    
0.2700    
0.2862    
0.2965    
0.3000    

0.8747    
0.8645    
0.8347    
0.7872    
1.0000    
0.9882    
0.9541    
0.8999    
0.8747    
0.8645    
0.8347    
0.7872    
0.5855    
0.5787    
0.5588    
0.5270    

0.8645    
0.8747    
0.8645    
0.8347    
0.9882    
1.0000    
0.9882    
0.9541    
0.8645    
0.8747    
0.8645    
0.8347    
0.5787    
0.5855    
0.5787    
0.5588    

0.8347    
0.8645    
0.8747    
0.8645    
0.9541    
0.9882    
1.0000    
0.9882    
0.8347    
0.8645    
0.8747    
0.8645    
0.5588    
0.5787    
0.5855    
0.5787    

0.7872    
0.8347    
0.8645    
0.8747    
0.8999    
0.9541    
0.9882    
1.0000    
0.7872    
0.8347    
0.8645    
0.8747    
0.5270    
0.5588    
0.5787    
0.5855    

0.5855    
0.5787    
0.5588    
0.5270    
0.8747    
0.8645    
0.8347    
0.7872    
1.0000    
0.9882    
0.9541    
0.8999    
0.8747    
0.8645    
0.8347    
0.7872    

0.5787    
0.5855    
0.5787    
0.5588    
0.8645    
0.8747    
0.8645    
0.8347    
0.9882    
1.0000    
0.9882    
0.9541    
0.8645    
0.8747    
0.8645    
0.8347    

0.5588    
0.5787    
0.5855    
0.5787    
0.8347    
0.8645    
0.8747    
0.8645    
0.9541    
0.9882    
1.0000    
0.9882    
0.8347    
0.8645    
0.8747    
0.8645    

0.5270    
0.5588    
0.5787    
0.5855    
0.7872    
0.8347    
0.8645    
0.8747    
0.8999    
0.9541    
0.9882    
1.0000    
0.7872    
0.8347    
0.8645    
0.8747    

0.3000    
0.2965    
0.2862    
0.2700    
0.5855    
0.5787    
0.5588    
0.5270    
0.8747    
0.8645    
0.8347    
0.7872    
1.0000    
0.9882    
0.9541    
0.8999    

0.2965    
0.3000    
0.2965    
0.2862    
0.5787    
0.5855    
0.5787    
0.5588    
0.8645    
0.8747    
0.8645    
0.8347    
0.9882    
1.0000    
0.9882    
0.9541    

0.2862    
0.2965    
0.3000    
0.2965    
0.5588    
0.5787    
0.5855    
0.5787    
0.8347    
0.8645    
0.8747    
0.8645    
0.9541    
0.9882    
1.0000    
0.9882    

0.2700 
0.2862 
0.2965 
0.3000 
0.5270 
0.5588 
0.5787 
0.5855 
0.7872 
0.8347 
0.8645 
0.8747 
0.8999 
0.9541 
0.9882 

1.0000

mediumR

 

 

Table 3-14: MIMO correlation matrices for low correlation [2] 

Antenna configuration Spatial correlation matrix 

1x2 2I=lowR  
2x2 4I=lowR  
4x2 8I=lowR  
4x4 16I=lowR  

 

In Table 3-14, dI is the dd ×  identity matrix. 

For system simulations, large scale fading such pathloss and shadow fading models are necessary, which 
have been defined by 3GPP. An example for parameters for large scale fading is listed in Table 3-15 for an 
urban outdoor macrocell scenario. For a detailed description see [4]. 
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Table 3-15: Baseline channel parameters for outdoor macrocell deployments  

Parameter Value 

Path Loss (PL) [R in meters] PL(R) = 128.1 + 37.6 log10 R 

Shadowing standard deviation 8 dB 

Shadowing correlation between cells 0.5 

Shadowing correlation between sectors 1.0 

Autocorrelation distance of shadowing 50 m 

Penetration Loss 20 dB if the UE is indoors,  
otherwise 0 dB 

3.1.3.2 Cooperative Channel Models 

3.1.3.2.1 Relay-technology deployment scenarios 
Relaying is considered for LTE-A as a tool to improve, e.g., the coverage of high data rates, group mobility, 
temporary network deployment, the cell-edge throughput and/or to provide coverage in new areas. Several 
scenarios that might benefit from the introduction of relay technology have been discussed in 3GPP [8], as 
shown in Table 3-16. The decision made was to prioritize for Rel. 10 technologies deployed for coverage 
extension and enhanced throughput, consisting of fixed outdoor or indoor relays that might be used in one of 
the first four scenarios in Table 3-16. Issues concerning remaining scenarios are to be addressed in future 
Releases.  

Table 3-16: Application Scenarios for LTE-Advanced Relays [8] 

Scenario Deployment 

Rural Area Achieve ubiquitous coverage whilst reducing deployment cost with the introduction of 
relays. 

Urban Hot Spot Obtain higher spectrum efficiency while providing coverage enhancement and increased 
throughput for users. Fixed and nomadic relay nodes are envisaged with this scenario. 

Dead Spot Achieve coverage extension for users in coverage holes. Fixed relay nodes on a planned 
deployment are envisaged with this scenario. 

Indoor Hot Spot 
Provide high throughput for indoor hot spots, while maintaining high spectrum 
efficiency for the system. Throughput requirement can be high and the transmission 
environment is relatively stationary. 

Group Mobility Mobile relay station intended to facilitate higher throughput and lower handover 
interruption for local users, who are in a highly mobile public transport (train or bus).  

Emergency or 
Temporary 
Network 
Deployment 

Coverage scenario for temporary communications network deployment after a disaster 
or other events that require fast and scalable deployment. Temporary non-emergency 
deployment may also be required for live events, e.g. fun fair, concerts, public 
gatherings, sport events, etc. 

Wireless 
backhaul only 

RN is deployed for providing backhaul link between eNBs and need not provide access 
service, i.e., RN provides fixed-point transportation only. 
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3.1.3.2.2 Multiple-link channel models  
The performance assessment of relay-assisted cellular networks depends on the accuracy of the channel 
models used for the various communication links in the system. Besides the usual eNB-UE link, cooperative 
relay channels comprise two more communication links, one between eNB and relay node (eNB-RN) and 
another between relay node and UE (RN-UE). A possible approach to model cooperative relay channels is to 
use existing point-to-point channel models for each of the three links in the system. Since the LTE-Advanced 
standardization process aims at developing a candidate IMT-Advanced Radio Interface Technology (RIT) 
solution, the IMT-Advanced channel model [9] was agreed for the eNB-UE link, such as to have a 
meaningful set of evaluation results for the ITU-R submission. However, this channel model does not 
capture the characteristics of relay systems, and cannot be directly applied to eNB-RN and RN-UE links. 
Indeed, in case of fixed relays, the main difference comes from the height of the RN antenna (much lower 
than that of eNB but much higher than that of UE), which results in different propagation characteristics. In 
case of mobile relays, the mobility of the RN will determine specific characteristics of the channel model, 
especially for the RN-UE link which should be modelled as a (mobile to mobile) channel (however, relay 
mobility is not addressed in Rel. 10).  

3.1.3.2.3 Large scale fading 
In order to determine the characteristics of the relay channel for the deployment scenarios described in the 
previous section, several measurement campaigns and modelling work have been performed within the 
framework of 3GPP LTE-A. Most effort was concentrated on large-scale fading modelling, which 
fundamentally determines the expected performance of relay systems. In Rel. 10, new large scale fading 
models were proposed for relay backhaul link (eNB-RN) and access link (RN-UE) [10], which were adopted 
for relay simulation methodology in [4]. Large scale fading parameters such as path loss (PL), line of sight 
(LOS) probability, and shadowing are given in Table 3-17. These parameters correspond to fixed outdoor 
relay deployment in dense urban (3GPP case 1) environment. Table 3-17 also summarizes the baseline 
parameters for relay-assisted system simulations.  

Table 3-17: Baseline parameters for fixed outdoor relay deployment in dense urban (case 1) [4] 

Parameter Backhaul Link (eNB-RN) Relay Access Link (RN-UE) 

Path Loss (PL) 

[for 2GHz; 
distance between 

nodes R expressed 
in km] 

PLLOS(R)   = 100.7 + 23.5 log10(R) 
PLNLOS(R) = 125.2 + 36.3 log10(R) 

PLLOS(R)   = 103.8 + 20.9 log10(R) 
PLNLOS(R) = 145.4 + 37.5 log10(R) 

Correction (bonus) for optimized deployment by site planning optimization 

For LOS    : PLLOS(R)  (no correction) 
For NLOS : PLNLOS(R) – B, 

where B = 5dB, for donor macro (from 
each of its sectors) to RN. 
[For non-donor cell or non-optimized 
deployment B = 0dB.] 

No correction. 

LOS probability 

[distance between 
nodes R expressed 

in km] 

Prob(R) = min{0.018/R, 1} · 
           (1-exp(-R/0.072)) + exp(-R/0.072) 

Prob(R) =0.5-min{0.5, 5·exp(-0.156/R)} + 
                     min{0.5, 5·exp(-R/0.03)} 

Correction for optimized deployment by site planning optimization 

1-(1- Prob(R))N, 
where N = 3, for donor macro (from 
each of its sectors) to RN  
[For non-donor cell or non-optimized 
deployment N = 1] 

No correction 

Lognormal 
Shadowing Similar to UMTS 30.03, B 1.41.4 [83] 
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Shadowing 
standard deviation 6 dB 10 dB 

Shadowing 
correlation 

Intra-cell correlation: 0 
Inter-cell correlation: 0.5 

Intra-cell correlation: 0 
Inter-cell correlation: 0.5 

Penetration Loss 0 dB 20 dB 
Carrier Frequency CF = 2 GHz 

Channel model If fast fading modelling is disabled in system level simulations for relative evaluations, 
the impairment of frequency-selective fading channels shall be captured in the physical 
layer abstraction. For SIMO, the physical layer abstraction is based on TU link curves. 
For MIMO, the physical layer abstraction is FFS. 

UE speeds of 
interest N/A 3 Km/h 

Doppler of relay- 
macro link 

Jakes spectrum with 5Hz for NLOS 
component. LOS component [K=10dB]. N/A 

Total BS TX 
power (Ptotal) 30 dBm @ 10 MHz bandwidth 

UE power class 23dBm (200mW) 
This corresponds to the sum of PA powers in multiple Tx antenna case 

Inter-cell 
Interference 
Modelling 

UL: Explicit modelling (all cells occupied by UEs),  
DL: Explicit modelling else cell power = Ptotal 

Antenna 
configuration 

7dBi antenna gain, directional 

( )



















−= m

dB

AA ,12min
2

3θ
θθ

 

θ3dB = 70 degrees, Am = 20 dB. 

2 tx, 2 rx antenna ports, or  
4 tx, 4 rx antenna ports 

5dBi antenna gain, omni directional 

A(θ) = 0 dB 

2 tx, 2 rx antenna ports 

Minimum distance 
between nodes ≥ 75m ≥ 10m 

Min dist. between 
UE and eNB ≥ 35m 

Minimum distance 
among RNs ≥ 40m 

3.1.3.2.4 Small scale fading 
Due to the limited time, small scale fading modelling has not been addressed in Rel. 10. Existing ITU 
UMa/UMi (Urban Macro / Urban Micro) models can be used, even if these models may not accurately 
represent the fast fading characteristics of eNB-RN and RN-UE links. There were however some proposals 
on fast fading modelling for RN-UE and eNB-RN links [11]. The proposed parameters were based on the 
data from the similar measurement campaign as for large scale fading modelling above [10]. The 
methodology is similar to the one used by ITU for fast fading modelling. Probability distribution models 
have been proposed for the delay spread (DS) and for both angle of departure (AoD) and angle of arrival 
(AoA). Cross-correlation coefficients have also been derived as follows: angle spread of departure (ASD) to 
DS, angle spread of arrival (ASA) to DS, ASD to shadow fading (SF), ASA to SF, ASA to ASD, and DS to 
SF. Some of the proposed small scale fading parameters are summarized in Table 3-18, where the obtained 
values are also compared with corresponding values for ITU UMa/UMi models (see [11], [12] for more 
details). 
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Table 3-18: Delay spread, angle spread parameters for RN-UE and eNB-RN links [12] 

 Average Delay Spread (DS) 
(µs) 

Average spread of AoD 
(degrees) 

Average spread of AoA 
(degrees) 

 LOS NLOS LOS NLOS LOS NLOS 
RN-UE 0.089 0.148 18 30 25 36 

eNB-
RN 0.079 0.174 23 29 35 40 

ITU 
UMa 0.093 0.363 14 26 65 74 

ITU 
UMi 0.065 0.129 16 26 56 69 

 Cross-correlation values 

 ASD to DS ASA to DS ASA to SF ASD to SF DS to SF ASA to ASD 
 LOS NLOS LOS NLOS LOS NLOS LOS NLOS LOS NLOS LOS NLOS 

RN-UE 0.3 0.3 0.5 0 0 0 0 0 -0.8 -0.8 0 0.5 

eNB-
RN 0 0.6 0.3 0 -0.3 0 0 0 -0.3 -0.3 0 0 

ITU 
UMa 0.4 0.4 0.8 0.6 -0.5 0 -0.5 -0.6 -0.4 -0.4 0 0.4 

ITU 
UMi 0.5 0 0.8 0.4 -0.4 -0.4 -0.5 0 -0.4 -0.7 0.4 0 

3.1.3.2.5 Correlation of multiple links 
Parameters describing different links of the relay channel may exhibit some degree of correlation, mainly 
due to common shadowing objects and scatters. At the system-level, the degree of correlation is also 
dependent on the deployment assumptions such as the heights, densities, and distances of the transmitters 
and receivers. Only a few investigations dealt with multiple-link correlation, as SF correlation, delay spread 
correlation, and azimuth correlation. One of the most important system-level correlations is the SF 
correlation, since it impacts the macro-diversity gain, which is a major benefit of cooperative MIMO 
systems. The SF correlation factor shown in Table 3-17 is actually inherited from the 3GPP Spatial Channel 
Model (SCM) [13]. It should be noted that this correlation model is not consistent with the one proposed for 
the WINNER II channel model [14], which actually constitutes the primary module of the IMT-Advanced 
channel model. Developing a unified framework to investigate multilink fading correlations has been 
identified as one of the most important issues to address in cooperative MIMO channel modelling [15], [16]. 

3.1.4 Key Performance Indicators 
In this section the key performance indicators (KPIs) at Physical Layer level for the LTE networks are 
analysed. The KPIs have been defined considering the minimum requirements set by ITU for IMT-Advanced 
systems [3] and considering also the results obtained in 3GPP during the study item on the CoMP 
(Coordinated Multipoint Transmission) technique [4].  

In particular the minimum requirements set by ITU in terms of average cell spectrum efficiency and cell 
edge user spectrum efficiency are summarized in Table 3-19 for the different test environments [3]. The 
microcellular environment is the reference for the small cells deployment scenarios studied within the 
project. 
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Table 3-19: ITU minimum requirements in terms of spectrum efficiency [3] 

Cell Average Spectral Efficiency 

Test environment Downlink 
(bit/s/Hz/cell) 

Uplink 
(bit/s/Hz/cell) 

Indoor 3.0 2.25 

Microcellular 2.6 1.8 

Base coverage urban 2.2 1.4 

High speed 1.1 0.7 

Cell Edge user Spectral Efficiency 

Test environment Downlink 
(bit/s/Hz/user) 

Uplink 
(bit/s/Hz/user) 

Indoor 0.1 0.07 

Microcellular 0.075 0.05 

Base coverage urban 0.06 0.03 

High speed 0.04 0.015 

 

In Table 3-20, Table 3-21, and Table 3-22, a summary of the performance results obtained in 3GPP has been 
presented for a microcellular scenario (UMi) during the study item on CoMP. The CoMP technique is 
suitable for the application in dense networks, where several RAPs (Radio Access Points) are able to 
transmit or receive towards/from a given UE. Besides, the availability of a suitable level of centralized 
processing facilitates the coordination at PHY, MAC, and/or RRC level among different transmission points 
distributed over the coverage area.  

Table 3-20: Performance of DL CS/CB-CoMP 4 x 2 (antenna configuration C) (UMi, FDD) [4] 

Results from Various 
Companies in [4]  

Cell spectral efficiency 
(bit/sec/Hz/cell) 

Cell-edge user spectral 
efficiency  

(bit/sec/Hz/user) 

Source 3 2.84 0.092 

Source 11 3.11 0.086 

Source 12 2.99 0.114 

Source 13 3.21 0.084 

Source 18 3.15 0.083 

Rel-8 SU-MIMO 
(4 x 2, L=3)1 2.14 0.068 

ITU requirement 2.60 0.075 

 

In particular, Table 3-20 shows the spectrum efficiency results of a 4-by-2 MIMO downlink configuration 
with Coordinated Scheduling/Beamforming schemes and eNB antenna configuration C (co-polarized vertical 
antennas with 0.5λ spacing) [4]. The duplexing configuration for the results presented hereafter is FDD. 

Similarly Table 3-21 shows the spectrum efficiency results of 4-by-2 MIMO downlink configuration with 
Joint Processing (JP-CoMP) schemes and eNB antenna configuration C.  

1 L is the number of OFDM symbols in each subframe dedicated to the transmission of control information 
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Table 3-21: Performance of DL JP-CoMP 4 x 2 (antenna configuration C) (UMi, FDD) [4] 

Results from Various 
Companies in [4] 

Cell spectral efficiency 
(bit/sec/Hz/cell) 

Cell-edge user spectral 
efficiency 

(bit/sec/Hz/user) 

Source 1 3.45 0.108 

Source 2 3.06 0.097 

Rel-8 SU-MIMO 
(4 x 2, L=3) 2.14 0.068 

ITU requirement 2.60 0.075 

 

Concerning the uplink Table 3-22 shows the spectrum efficiency results of 2-by-4 MIMO uplink CoMP 
schemes with eNB antenna configuration A (co-polarized vertical antennas with 4λ spacing) [4]. 

Table 3-22: Performance of UL CoMP 2 x 4 (antenna configuration A) (UMi, FDD) [4] 

Results from Various 
Companies in [4] 

Cell spectral efficiency 
(bit/sec/Hz/cell) 

Cell-edge user spectral 
efficiency 

(bit/sec/Hz/user) 

Source 1 2.45 0.102 

Source 18 2.18 0.102 

Rel-8 SIMO 
(1 x 4) 1.93 0.074 

ITU-R requirement 1.80 0.050 

 

The Table 3-23 reported below provides a list of KPIs at PHY level according to the SotA applicable to the 
LTE Release 8 networks currently under deployment and LTE-A networks respectively. The average cell 
spectrum efficiency and the cell edge user spectrum efficiency are suitable metrics for measuring the 
performance of a wireless dense network including the effect the radio access technology and of the 
backhauling network. According to the definition provided in the Table these two metrics are derived from 
the Cumulative Distribution Function (CDF) of the cell and user throughput respectively, as shown in Figure 
3-11. 

 
Figure 3-11: Cumulative distribution function of the cell/user throughput 

 

Concerning the user mobility, not indicated in the Table, it seems reasonable to consider the classes of 
stationary, pedestrian and Vehicular (with speed up to 30 km/h) as suitable for the dense network scenario. 
Finally, the latency objective has been set below the requirement defined for LTE in [5] but the actual value 
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is expected to depend on the specific technology used for backhauling, as reported in the 3GPP Study Item 
on Small Cell enhancements [6]. 

Table 3-23: Key performance indicator at PHY level 

Name Definition LTE Release 8 LTE Advanced 

Max. user rate Maximum data rate that can be 
delivered to one user 

150 Mbps (DL, MIMO 
2x2, 20 MHz, UE 
category 4) 

50 Mbps (UL, SIMO 1x2, 
20 MHz, UE category 4) 

1 Gbps (DL) 

500 Mbit/s (UL) 

U-plane 
Latency 

Defined as the one-way transit time 
between an SDU packet being 
available at the IP layer in the user 
terminal/base station and the 
availability of this packet at IP layer in 
the base station/user terminal assuming 
an unloaded network. 

5 − 10 ms < 5 ms (t.b.d.) 

Note: depends also 
on used backhauling 
technology  

Average cell 
spectrum 
efficiency 

Defined as the aggregate throughput of 
all users (the number of correctly 
received bits over a certain period of 
time) normalized by the overall cell 
bandwidth and divided by the number 
of cells. Measured in bit/s/Hz/cell. 

>1.6 − 2.1 bit/s/Hz/cell 
(DL with MIMO 2x2 
Spatial Multiplexing and 
IRC receivers) 

>0.66-1 bit/s/Hz/cell (UL 
with SIMO 1x2 and IRC 
receivers) 

> 2.6 bit/s/Hz/cell 
(DL Microcellular 
coverage) t.b.d. 

> 1.8 bit/s/Hz/cell 
(UL Microcellular 
coverage) t.b.d 

Cell Edge user 
spectrum 
efficiency 

Defined as the 5% point of CDF of the 
user throughput normalized with the 
overall cell bandwidth. Measured in 
bit/s/Hz/user 

>0.04 − 0.06 bit/s/Hz/user 
(DL with 10 users per 
cell) 

>0.02 − 0.03 bit/s/Hz/user 
(UL with 10 users per 
cell) 

> 0.075 bit/s/Hz/cell 
(DL Microcellular 
coverage) t.b.d. 

> 0.05 bit/s/Hz/cell 
(UL Microcellular 
coverage) t.b.d 

3.2 PHY State of the art for Radio Access 

3.2.1 Distributed and iterative multiuser detection  
The problem of distributed Multi-User Detection (MUD) has been receiving interest from the academic 
world for quite a long time now; e.g., in [17] a thorough survey can be found, which will be summarised in 
the following. In 1994, first information-theoretic investigations have been made [18], the principle of belief 
propagation was proposed for distributed decoding [19], [20], [21], [22]. This approach requires the iterative 
exchange of likelihood values or extrinsic information among all involved BSs. Of course, this causes a very 
large traffic on the backhaul, which is particularly disadvantageous in typical star network topologies. 

Alternatively, so-called “Distributed antenna systems” (DAS) were proposed in [23], where the signals 
received at these distributed antennas are forwarded to a processing centre, where they are jointly detected 
and decoded. This technique can provide a SINR (signal-to-interference-and-noise ratio) gain, but also has 
the drawback of large resulting backhaul traffic, as was pointed out in [24].While it is acknowledged that a 
distributed MUD can provide an optimum detection, amends to practical backhaul constraints have to be 
made. In [17], the authors investigate the different options for information exchange among cooperating BSs: 
the least backhaul-intensive option is to exchange hard bits, e.g., preliminarily estimated payload data. The 
better option from information theoretic point of view is to exchange data with corresponding reliability 
information. This can be accomplished by either exchanging Log Likelihood Ratios (LLRs) or soft-bits. 
According to [17], a trade-off between detection quality and amount of information exchanged on the 
backhaul can be achieved by varying the quantisation of the exchanged information. 
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In [25] the authors propose a distributed ICI cancellation technique that uses the turbo principle. This 
approach uses the exchange of soft-bits among base stations. Here, also quantisation is suggested for the 
reduction of resulting backhaul traffic. 

3.2.2 Inter-Cell Interference Coordination (ICIC) and Coordinated Multi-Point 
Transmission (CoMP)  

It is well-known that the capacity of single-user MIMO systems increases linearly with the minimum of 
transmit and receive antennas at high signal-to-noise ratio (SNR) [54], [55]. Using joint pre-coding 
(downlink) or decoding (uplink), the sum capacity of multi-user MIMO can be increased linearly even when 
each mobile user has single antenna [56], [57]. However, in a realistic cellular system presence of inherent 
ICI reduces SNR of the cell-edge users. Therefore, the dramatic increase in sum capacity through MIMO 
cannot be realized in a cellular system. In order to combat ICI and achieve capacity gains, various techniques 
have been proposed in the literature [58]. Among these techniques, BS cooperation or CoMP in 3GPP has 
gained much popularity in recent few years.  

In CoMP, BSs in adjacent cells cooperate with each other before sending data to their users [59]. This 
transforms the interference-limited channels to noise-limited and hence the capacity of cell-edge users can be 
enhanced. Depending upon the level of cooperation between the BSs, CoMP techniques have been 
categorized as follows by 3GPP [4]. 

1. Joint Processing:   
In this transmission scheme, each BS (involved in cooperation) or RAP for example has data and 
channel-state-information (CSI) of each user. Therefore, each user receives information signals from 
all the RAPs coherently. In this way, ICI is converted into useful signal provided that perfect 
synchronization exists between the cooperative RAPs. Moreover, this transmission scheme comes 
with large backhaul (J1 or J2 links in iJOIN terminology) overheads and stringent synchronization 
requirements. 

2. Coordinated Beamforming (CB):  
In this case, each RAP has data of its own local cell users but also has CSI of all the users present in 
the cooperative cells. Hence, each RAP performs its own individual precoding. Since only CSI needs 
to be shared among the cooperative RAPs, backhaul overheads are relatively less when compared to 
joint-processing at the expense of reduction in sum access capacity. 

3. Coordinated Scheduling:  
This scheme is also known as “inter-cell scheduling” [59]. ICI is avoided because in one 
time/frequency resource, only one RAP is scheduled to transmit. The attractive feature of this 
scheme is that the message exchange among the RAPs is comparable to that of handoff which is 
already employed in cellular systems. The most promising advantage of coordinated scheduling is to 
achieve expanded multiuser diversity, however, due to transmission duty cycle reduction; this 
scheme is not optimal [59] 

Dirty paper coding (DPC) with joint processing (also known as multi-cell DPC) is first proposed in [60]. 
Although DPC is capacity-achieving, it is not suitable for implementation in practice due to its high 
complexity. Motivated by this fact, several multi-cell linear precoding techniques are discussed in [61] with 
both total and per BS power constraints. Even though in CoMP transmission, per BS constraint is a more 
realistic assumption, it has been shown that sum capacity degrades due to this per BS power constraint. 
However, besides ICI mitigation potential, CoMP provides some other additional benefits; for example 
power gain, channel rank/conditioning advantage, and macro diversity protection for shadowing channels 
[61]. The maximum achievable common rate in a coordinated network with zero-forcing (ZF) and DPC is 
analysed in [62] and [63]. Similarly, it is also shown in [64] that joint processing improves the sum access 
capacity considerably.  

The backhaul overhead and feedback requirements in FDD increase proportional to the number of 
cooperative RAPs, number of antennas per base-station and number of users. Therefore, for a large network, 
different strategies have been proposed in literature to reduce burden of these overheads. Among these 
strategies, one approach which has been extensively studied is clustering. In clustering, the numbers of RAPs 
are limited to cooperate only within the cluster and inter-cluster signals are considered as interference. Multi-
cell Block Diagonalization (BD) is used in [65] for joint processing within the same cluster. Moreover, in 
order to satisfy the per BS power constraint, three different power allocation algorithms are proposed in [65]. 
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In [66], adaptive switching between single-cell beamforming (also known as maximum ratio transmission) 
and ZF is proposed to enhance the sum rate. It is shown that less feedback is required for this adaptive 
scheme when compared to the static ZF. Moreover, the impact of channel quantization (for CSI feedback) is 
also quantified in [66]. 

Besides clustering, coordinated beamforming (as mentioned above) is also used to reduce backhaul overhead 
when compared to joint processing [67]. In [67], an efficient algorithm is proposed to design optimal global 
beamformers for all the RAPs without need to exchange data of other cell users. Beamformers are designed 
to minimize either weighted sum power or maximum per BS power subject to SINR constraints at the users.  

In practice, the backhaul capacity is limited and therefore joint processing is not always superior to 
coordinated beamforming. Sum capacity is analysed for different cooperative schemes under backhaul 
constraints in [68], [69], and [70]. A new rate splitting scheme is proposed in [69] in which each RAP splits 
its message into two parts: common part and private part. Only a common part is shared between the RAPs 
and thus reduces the backhaul overhead. It is shown through simulations in [70] that coordinated 
beamforming outperforms joint processing when the backhaul capacity is low and /or the edge SNR is high. 
Motivated by this fact, semi-dynamic mode selection between joint processing and coordinated beamforming 
is proposed in [71] with different random user and orthogonal user scheduling schemes. 

Inter-cell scheduling is studied in [59] and it is shown that opportunistic scheduling in multi-cell systems 
achieve an expanded multi-user diversity due to independent log-normal shadowing in each cell. Therefore, 
inter-cell scheduling outperforms static frequency reuse (which is used in conventional cellular systems) 
technique while having the same complexity. Besides this performance improvement, through inter-cell 
scheduling universal frequency can be adopted and hence frequency planning is not required [59]. 

The main benefits of CoMP transmission are 

• Interference Handling: Joint processing has the potential to turn the interference into useful signal. 
On the other hand, coordinated beamforming may enable the clustering entities to cooperate so as to 
avoid the ICI. 

• Better user experience: The joint reception from multiple RAPs or sites using CoMP techniques 
enables the overall received power at the handset to be increased which directly translates into large 
throughput and better user experience. 

• Improved Network Utilization: By providing connections to several RAPs at once, using CoMP, 
data can be passed through least loaded RAPs for better resource utilization.  

• Better Channel Rank: By joint processing, the channel rank is generally being improved as 
compared to single-cell scenario, and this results in higher capacity  [61]. 

• Macro diversity Protection: Joint processing also provides macro diversity protection for 
shadowing channels because shadowing is generally uncorrelated among the cooperative RAPs. 

3.2.3 Joint network-channel coding  
By exploiting the broadcast nature and the inherent spatial diversity of wireless communications, Sendonaris 
et al. introduced the concept of cooperative diversity [29], [30] over wireless relay channels and their multi-
terminal extensions. Subsequently, many authors proposed cooperation protocols for the relay channel, 
which can be classified into two major categories, namely the amplify-and-forward (AF) and the decode-
and-forward (DF) [31]. In AF protocols, the relay simply amplifies the received signal and forwards it to the 
destination. The DF protocol allows the relay to decode the received signal, re-encode it, and forward it to 
the destination. The forwarded message can either be identical to, or part of the initial transmission 
(repetition coding), or it can be obtained by using a dedicated coding scheme at the relay (distributed 
coding). In the first case the destination combines received signals both from source and relay, which results 
in an improved SNR on the received transmission. Besides, the same code is used for encoding at the source 
and decoding at the destination. In the second case, the destination gains knowledge of extra information, but 
it needs a dedicated decoding scheme, able to jointly decode received signals from both source and relay. 
Distributed turbo and low density parity check (LDPC) codes for the relay channel have been proposed in 
[32] – [39].  

For both AF and DF protocols, the amount of data transmitted by the relay (e.g. expressed in number of 
transmitted bits) is usually equal to the amount of data initially transmitted by the source. This may be 
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particularly problematic in case of multiple access relay channels (MARC), i.e. when the same relay is 
simultaneously used by several users to communicate with the destination, especially if the relay-to-
destination link has limited capacity. In order to overcome this limitation, network coding (NC) can be 
advantageously used at the relay. Instead of separately relaying data packets for each of the users accessing 
the channel, the NC technique [40] allows combining them together for transmission. Although it was first 
proposed in the context of error-free networks as a technique to achieve the maximum possible information 
flow, NC proved also to be particularly useful in the context of wireless networks, allowing significant 
improvements in network’s throughput [41]. 

An example of MARC with 2 sources, 1 relay and 1 destination is depicted in Figure 3-12. It illustrates the 
case when 2 UEs use a common “relay” (RAP1 node) to communicate with a final destination (RAP2/eNB), 
and only concern uplink transmissions. UEs’ transmissions are encoded by two channel codes C1 and C2, 
while a network code C is used at the relay. The destination decodes the received signals using knowledge of 
C1, C2 and C. Consequently, a joint-design of network (C) and channel (C1, C2) codes is desired in order to 
fully exploit these two coding techniques. Several joint network channel coding (JNCC) schemes have been 
proposed in the literature [42] – [51]. While these works investigate the design of effective JNCC schemes 
using either Turbo or LDPC channel coding, they do not elaborate on a structure to guarantee full diversity 
(at maximum rate) of the proposed joint code design. The maximum achievable coding rate that allows to 
achieve full diversity when NC is not used at the relay is Rc = 1/2. The use of NC yields an increase of the 
maximum full diversity rate from Rc = 1/2 to Rc = 2/3. A rate 2/3 full-diversity JNCC design for the MARC, 
based on root-LDPC codes, has been recently proposed in [52], [53].  

  
Figure 3-12: Example of a multiple access relay channel (MARC) 

3.2.4 Frequency-domain RoF 
The  RoF solution is a widely known approach for current radio base station layouts, but it has also so-called 
“horizontal” applications, namely applications where it is used for implementing particular radio access 
architectures. These solutions are feasible provided that a good availability of fibre in terms of deployed fibre 
networks usually in urban environments is assumed and they can represent a possible building element for 
any “cloud” oriented architectural solutions. 

Many studies and initiatives have been put forward recently on this topic. In particular there have been some 
standardization works in the past, among which Common Public Radio Interface (CPRI) [72] and Open Base 
Station Architecture Initiative (OBSAI) [73] were the most considered (see IR5.1 for details about them). 
These works are carried on by an ETSI group, called ORI (“Open Radio Interface”) that disclosed a phase 1 
specification in 2012 and is now working on a phase 2, with advanced topics in the agenda [82]. 

In one of the studies, among the others, performed in ORI phase 2, they treat the issue regarding the 
compression techniques of data to be transmitted over the fibre links (the data rate in the ORI format is 
usually much higher than in the backhauling). These techniques will be briefly discussed in section 3.3.1, but 
frequency domain RoF (FD-RoF) is definitely to be classified as one of them, representing de facto a 
reduction in the data rate requested transmission. Details about frequency domain RoF will be given in 
section 4.7. 
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3.3 PHY State of the art for Backhauling 
Traditionally, various technologies have been in use for backhauling operation. Backhauling has been used 
as the operation of information exchange between the core network and network nodes at the end of the 
network. Some of the technologies which have served as backhaul are free space optical communication, 
point-to-point microwave links and digital subscriber lines etc. Fibre optic based backhauling has been used 
for a long time, offering very large data rates. mmWave backhauling is getting more and more attention these 
days because of its ability to serve as flexible backhaul. 3GPP has standardized in-band and out-of-band 
relaying as a sort of backhaul. In the following, we detail these interesting backhaul candidate technologies. 

3.3.1 Fibre-based backhauling 
As stated in section 3.2.4, the transmission of data over fibre is generally known as radio over fibre (RoF), if 
the so-called “front-hauling” is considered, and in such a context the data rate to be transmitted is greater 
than in the “traditional” backhauling, i.e. on top of the radio access part element and towards the core 
network. 

Regarding traditional fibre based backhauling, it is commonly based on Gigabit Ethernet solutions, or with 
dedicated fibres in some deployments. In such cases, compression techniques or methods are seldom used, 
due to the intrinsic lower data rate with respect to the fronthauling. A global overview of the possible 
backhauling solutions for LTE as an example is given in [75] and [76]. 

Instead, for the fronthauling some solutions to compress data are more and more necessary to cope with the 
growing capacity requested by new radio access technologies (RATs) and also by multi RAT solutions. 
Examples of the data rates that are requested by fronthauling for different RATs are reported in [75] and 
[76]. 

In these white papers a dedicated algorithm to compress data is used and some results are shown. Other 
options are based on approaches similar to the one that will be discussed in section 4.7 about FD-RoF and 
they are not based on compression of data, usually degrading the quality of the transmission, but on 
alternatives splitting interfaces in the transceiver chain. The FD-RoF uses the interface before the IFFT in the 
transceiver, for LTE case, but one could decide to interpose the fibre even before in the transceiver 
(considering the downlink), achieving different performances but in general reducing the data rate to be 
transmitted over the fibre with respect to the case of traditional CPRI or ORI standard. 

3.3.2 Wireless and mmWave backhauling  
For wireless backhauling a number of frequency bands have been considered so far. Apart from in-band 
backhaul, the available solutions can be separated into traditional microwave (6-42 GHz), sub-6-GHz 
microwave, unlicensed (60 GHz) and licensed (70-80 GHz) millimetre wave systems. Furthermore, free 
space optics (FSO) can also be considered as wireless backhaul [77]. 

Generally speaking, wireless backhaul has the advantage that it is easier, faster and cheaper to deploy than 
wired backhaul. On the other hand, it usually offers lower data rate and lower availability. However, the 
different wireless systems have widely different characteristics themselves [78]. 

• Free space optics offer high data rates of multiple Gbps due to the very high available bandwidth and 
usually do not have to be licensed, lowering cost and deployment time. However, they suffer heavily 
from snowfall and fog, limiting either range or availability. Due to their very narrow beamwidth, 
they also have to be carefully aligned and are susceptible to thermal expansion, building sway, and 
vibration. When they are facing east to west, they can also suffer from sunlight effects [78].  

• Traditional microwave systems can only offer low data rates below 1 Gbps and use licensed 
spectrum, increasing costs and deployment time. The 5 GHz band is also used by many users as it is 
specified as a WiFi band. This increases interference, which further limits data rates and decreases 
availability. The 5 GHz system is also the one most vulnerable to interception, because all other 
systems use highly directive beams that would require an interceptor be suspiciously deployed in the 
connection’s LOS. 

• The 60 GHz band offers up to 9 GHz of unlicensed spectrum, allowing for multi- Gbps data rates 
and fast deployment. However, 60 GHz faces a uniquely high attenuation through oxygen absorption 
and rain, limiting its range to below 2 km. In contrast, the oxygen absorption has the advantage that 
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interference between 60 GHz links is very low, especially if combined with narrow antenna beams. 
This also increases the security against eavesdropping. However, the small beamwidth limits 
multipath effects, making spatial diversity multiplexing techniques more difficult and also requires 
line of sight.  

• The 70- 80 GHz band combines the advantages of high bandwidth, long range and high availability. 
The spectrum is licensed, yet the licensing process is (at least in the US) easy and affordable. It also 
shares the advantages and disadvantages of narrow antenna beams with 60 GHz systems. However, 
since it is the highest frequency system considered, hardware design is the most challenging. 

To increase reliability, different wireless backhauls can be combined, e.g., a 60 GHz system as main link and 
a 5 GHz link as backup in case of heavy rain. As in any communication system, effective data rates can be 
lowered in favour of a more robust coding, to ensure connectivity in suboptimal situations. 

An overview of the different technologies is provided in Table 3-24. 
Table 3-24: Overview over wireless backhaul technologies 

Parameter <6GHz 6-42 GHz 60 GHz 70/80 GHz FSO 

Typical 
data rate 

400 Mbps 400 Mbps 1 Gbps 
(commercial) 

10 Gbps 
(demonstrator) 

1 Gbps 
(commercial) 

10 Gbps 
(demonstrator) 

1 – 10 Gbps 

Typical 
range 

<5 km 
(interference 
limited) 

5 km 0.1 − 1 km 3 km 1 km 

Licensing Licensed/ 
unlicensed (5.8 
GHz) 

licensed unlicensed “lightly” 
licensed 

unlicensed 

Other  Multipath for 
spatial diversity 

High 
interference 

Easy to 
intercept 

 Very low 
interference 

Oxygen 
attenuation 

NLOS might not 
be possible 

NLOS might not 
be possible 

High degree of 
alignment 
required 

Only LOS 
possible 

high 
attenuation by 
snow, fog 

 

The link budget of microwave (28 GHz) and millimetre-wave (72 GHz) backhaul links for several cases is 
given in Table 3-25. 
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 Table 3-25: Link Budget for 28 and 72 GHz frequencies [79] 

Parameters Case 1 Case 2 Case 3 Case 4 

TX Power (dBm) 35.00 35.00 25.00 25.0 

TX antenna gain (dBi) 30.00 30.00 30.00 30.00 

Carrier frequency (GHz) 28.00 72.00 28.00 72.00 

Distance (km) 1.00 1.00 0.50 0.50 

Propagation Loss (dB) 121.34 129.55 115.32 123.53 

Other losses 20.00 20.00 20.00 20.00 

RX antenna gain (dBi) 15.00 15.00 15.00 15.00 

Received power (dBm) -61.34 -69.55 -65.32 -73.53 

Bandwidth (GHz) 1.00 1.00 1.00 1.00 

Thermal PSD(dBm) -174.00 -174.00 -174.00 -174.00 

Noise Figure (dBm) 10.00 10.00 10.00 10.00 

Thermal Noise (dBm) -74.00 -74.00 -74.00 -74.00 

SNR (dB) 12.66 4.45 8.68 0.47 

Implementation Loss (dB) 5.00 5.00 5.00 5.00 

Data rate (Gb/s) 2.77 0.91 1.74 0.4 

3.3.3 In-band backhauling  
One important characteristic of an LTE relay node (RN) is the carrier frequency it operates on. Two 
operation modes can be distinguished: 

• Inband: An LTE relay node is said to be inband if the eNB-RN link shares the same carrier 
frequency with RN-UE links. 

• Outband: In this case the eNB-RN link does not operate in the same carrier frequency as RN-UE 
links.  

Depending on the relaying strategy, a relay may either be part of the donor cell or control a cell of its own. 
Accordingly, the following types of LTE relays can be distinguished [4]: 

• Type 1: Such RNs control their cells with their own identity including the transmission of their own 
synchronisation channels and reference symbols. To ensure backwards compatibility, Type 1 RNs 
appear as if they are a Rel. 8 eNB to Rel. 8 UEs. The basic Type 1 LTE relay provides half duplex 
with inband transmissions. 

• Type 1.a: These RNs have the same properties as the basic Type 1 RNs, except that they operate 
outband in full duplex mode. 

• Type 1.b: These RNs have the same properties as the basic Type 1 RNs, except that they operate 
inband (with adequate antenna isolation) in full duplex mode. 

• Type 2: These RNs do not have their own cell identity and look just like the main cell. Any UE in 
range is not able to distinguish a RN from the main eNB within the cell. Control information can be 
transmitted from the eNB and user data from the RN. The RN operates inband in full duplex mode. 

The main properties of the different relaying types are summarized in Table 3-26. 
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Table 3-26: Relay Types in 3GPP LTE Rel.10 

LTE Relay 
Type Cell ID Frequency spectrum Duplex mode 

Type 1 Yes Inband Half duplex 

Type 1.a Yes Outband Full duplex 

Type 1.b Yes Inband Full duplex 

Type 2 No Outband Full duplex 

 

RN-eNB link for inband relay Type 1: In order to allow inband relaying, some resources in the time-
frequency space are set aside for the backhaul link (Un) and cannot be used for the access link (Uu). The 
following resource partitioning scheme is mandatory in 3GPP LTE Rel. 10.  

General principle for resource partitioning at the relay: 

• eNB → RN and RN → UE links are time division multiplexed in a single carrier frequency (only 
one is active at any time) 

• RN → eNB and UE → RN links are time division multiplexed in a single carrier frequency (only 
one is active at any time) 

Multiplexing of backhaul links in FDD: 

• eNB → RN transmissions are done in the DL frequency band 

• RN → eNB transmissions are done in the UL frequency band 

Multiplexing of backhaul links in TDD: 

• eNB → RN transmissions are done in the DL subframes of the eNB and RN  

• RN → eNB transmissions are done in the UL subframes of the eNB and RN 

 

RN-eNB link for inband relay Type 1b: If the outgoing and incoming signals at the RN are adequately 
isolated in the spatial domain, e.g., by appropriate arrangement of the respective antennas for the Un and Uu 
links, the eNB→ RN and RN→ UE (RN→ eNB and UE→ RN) links can be activated simultaneously 
without the need for the time division multiplexing. The operation of Type 1b relay nodes may not be 
supported in all deployment scenarios. 

 

RN-eNB link for outband relay: If RN-eNB and RN-UE links are isolated enough in frequency (possibly 
with help of additional means such as antenna separation), then there is no interference issue in activating 
both links simultaneously. Therefore, it becomes possible for relay-eNB link to reuse the channels designed 
for UE-eNB link. 
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4 PHY Candidate Technologies 
In this section we define the PHY technologies for the radio access network and the backhaul network that 
are promising candidates to meet the challenges of dense deployment of small cells. These CTs enable a 
holistic design of radio access network and backhaul network. Table 4-1 summarizes the CTs per partner of 
WP2. 

Table 4-1: List of iJOIN PHY Candidate Technologies (CTs) 

CT Partner Topic 

2.1 UoB In-Network-Processing 

2.2 SCBB Multipoint Turbo Detection 

2.3 CEA Joint Network-Channel Coding 

2.4 UNIS Sum-Rate and Energy-Efficiency Metrics of DL COMP with backhaul constraints 

2.5 IMC Cloud Based Joint-Processing and Partially Centralized Inter-Cell Interference 
Coordination 

2.6 TI Data Compression over RoF 

2.7 TUD 60 GHz backhauling 

 

The following table lists, which CT will be applied to which of the iJOIN CS defined in IR5.1. As a partner 
may change his interest with respect to the uses cases to be investigated, this given assignment is preliminary 
and up to further changes. Here, “x” means that the CS will be considered, whereas “o” denotes that the CS 
may be considered. 

Table 4-2: Mapping of PHY CTs to iJOIN Common Scenarios (CS)  

Scenario 2.1 
UoB 

2.2 
SCBB 

2.3 
CEA 

2.4 
UNIS 

2.4 
IMC 

2.5  
TI 

2.6 
TUD 

CS 1 Stadium  o o x  x x 

CS 2 Square x o   x o x 

CS 3 Wide-area continuous coverage   x o  x x 

CS 4 Indoor (Airport / Shopping Mall) x x  x x o  

 

In the subsequent sections the different candidate technologies are described and the preliminary set of 
assumptions and requirements per CT are listed. In the given tables, “x”  indicates mandatory assumptions 
(requirements), “*” represents optional choices for the implementation if several options are possible, 
whereas “o” denotes optional assumptions, i.e., not-mandatory features that may lead to improvements. 

 

Before going into the details of each CT, it is important to provide brief description about the iJOIN 
architecture and define the entities used in this architecture. The preliminary draft of the iJOIN architecture is 
shown in Figure 4-1. 
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Figure 4-1: Preliminary draft of the iJOIN Architecture 

 

4.1 iJOIN Entities 

4.1.1 RAN as a Service (RANaaS) 
Cloud computing platform allowing centralisation processing and/or functional split of the lower OSI 
layer(s) (L1/L2/L3) usually process in a base station. 

4.1.2 iJOIN Small Cell (iSC)  
Low power flexible radio access point implementing fully or partially the lower OSI layer(s) (RF/L1/2/3) of 
a base station (upper layers being handled by the RANaaS platform for partial implementation). It shares all 
other properties of a small cell. There may be different implementations of an iSC, e.g.: 

• L0-iSC (or RF-iSC) only handles the RF transmission (equivalent to an analogue or digital RRH); 

• L1-iSC handles all functionalities below Layer 1 and part or all functionalities of Layer 1; 

• L2-iSC handles all functionalities below Layer 2 and part or all functionalities of Layer 2; 

• L3-iSC handles all functionalities below Layer 3 and part or all functionalities of Layer 3 (if all 
Layer 3 functionalities are handled, then the L3-iSC is equivalent to a classical SC). 

4.1.3 Virtual eNB 
It includes all small cell functionalities. A virtual eNB can (logically and physically) coincide with an eNB 
or can be implemented as a split between RANaaS and iSC. 

4.1.4 iJOIN Network Controller (iNC) 
A functionality (or logical entity) for the control of joint RAN/backhaul (BH) and/or RANaaS/iSC split. In 
order to minimize the impacts for the operator in terms of deployment cost and complexity, the iNC should 
preferably be physically co-located with the RANaaS entity. 

4.1.5 iJOIN Local Gateway (iLGW) 
An entity implementing a subset of the logical functions of a P-GW, it is logically connected with the eNB, 
but that can be physically located somewhere in the RAN. 
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4.1.6 iJOIN Transport Node (iTN) 
This is an entity between iSC and RANaaS, or eventually between RAN and core network (possibly 
connected as mesh network). 

4.1.7 J1/J2 interfaces 
J1 is the logical interface between RANaas and iSCs. Furthermore, J2 is the logical interface through which 
iSCs communicate and exchange information with each other directly. 

4.2 CT 2.1: In-network processing 

4.2.1 Scenario description 
The objective of the investigated In-Network-Processing techniques is to increase the user throughput, and 
therefore, also the area throughput. Correspondingly, the UE transmit power is intended to be reduced if the 
user throughput is kept unchanged. 

In order to facilitate this, a UE is assumed to be in the range of several iSCs, with overlapping cells. The 
iSCs in general will be L1-iSCs, but could also be higher layer iSCs. These iSCs cooperate in the detection 
process by exchanging information with each other. This information can be raw symbols, LLRs, soft bits or 
decided “hard” bits. The type of exchanged information is subject of the investigations, as well as its actual 
specificity, its amount, its actual exploitation in the algorithm etc. 

 

 
Figure 4-2: A UE is served by several iSCs, cooperating through In-Network-Processing 

4.2.2 Assumptions 
We assume that iSCs may have arbitrary physical connections to the core network or with each other.  

A J1 interface is assumed to be available between the RANaaS platform and iSCs, since it is required for 
centralised processing (“in-cloud”, one extreme of the functional split): information on receive signals have 
to be carried on this logical interface (either raw samples, LLRs, or hard decided data). The underlying 
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nature of the physical link does not need to be specified, as long as its latency/bandwidth properties are 
known.  

Furthermore, we assume the presence of a J2 interface between at least some (but not necessarily all) iSCs 
for decentralised processing: Also on this logical link information on receive signals (see above) has to be 
carried. Its properties are also known.  

Figure 4-2 illustrates the envisioned scenario and shows the different logical interfaces between iSCs and 
RANaaS. The preliminary set of assumptions for CT2.1 is summarized in Table 4-3. 

Table 4-3: Assumptions of CT2.1: In-network processing  

Assumption Description  

A.1 Large number of iSCs in local area x 

A.2 Availability of macro BS in same frequency band (co-channel deployment) o 

A.4 J1 interface between all iSCs and RANaaS with known parameters o 

A.5 J1 interface between some iSCs and RANaaS with known parameters x 

A.6 J2 interface for interconnections of all iSCs  o 

A.7 J2 interface for interconnections of some iSCs (direct neighbours, selection) x 

A.8 Wired inter-node links between iSCs (fibre) * 

A.9 Wireless inter-node links between iSCs (60GHz) * 

A.10 Wired connection of iSCs to RANaaS (fibre) * 

A.11 Wireless connection of iSCs to RANaaS (60GHz) * 

A.12 Availability of a logical controller (iNC) for the joint RAN/BH optimization x 

A.2.4 Local RxCSI at iSCs x 

A.2.6 LTE Modulation & Coding Schemes x 

A.2.10 Uplink Transmission x 

A.2.13 Multiple Tx/Rx antennas at iSC o 

4.2.3 Technology requirements 
J1 and J2 are required to expose a very low latency, since several iterations of the In-Network-Processing 
Algorithms need to be carried out per received UE frame. Furthermore, all iSCs are required to be perfectly 
synchronised, since the distributed algorithm needs to run synchronously on all involved iSCs.  

The preliminary set of requirements for CT2.1 is summarized in Table 4-4. 
Table 4-4: Requirements of CT2.1: In-network processing 

Technical 
requirement 

Description  

R.2.1 Limited capacity for J1 links (high, medium, low) x 

R.2.2 Limited capacity for J2 links (high, medium, low) x 

R.2.3 Low latency for J1 links (zero, very small, small) x 

R.2.4 Low latency for J2 links (zero, very small, small) x 

R.2.5 Perfect synchronization among iSCs (perfect, limited) x 

R.2.6 Message exchange between iSCs for distributed processing x 

R.2.9 Large coherence time of channels, i.e. slowly varying channels x 

R.2.16 Local RxCSI at iSCs (perfect, imperfect) x 
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4.2.4 iJOIN objectives addressed 
The main iJOIN objectives addressed are: 

• Increase of area throughput: The use of a distributed receive processing results in an improved joint 
detection of several users and therefore a reduction in effective interference. This allows for an 
increase of area throughput. 

• Reduction of power consumption: With reception through several iSCs in parallel, the required 
transmit power of the UE to achieve a certain performance can be reduced, therefore increasing 
battery life and consequently, reducing the power consumption. 

4.3 CT 2.2: Multipoint turbo detection 

4.3.1 Scenario description 
This scenario will investigate the benefit of relying on the turbo detection principle to increase the 
(aggregated) user throughput in the uplink direction. In a dense small cell deployment, one user can see other 
small cells in addition to its serving one, especially if he is at the edge of the cell. Under such condition, if 
co-channel deployment is used due to limited spectrum, classical approach tends to create orthogonality in 
the frequency domain for OFDMA-based systems through soft or fractional frequency reuse patterns among 
neighbouring small cells. By nature, this orthogonality reduces the spectrum available for transmission, 
meaning fewer throughputs in theory. 

By scheduling the (edge) users on the same resources and exploiting the created interference as a source of 
information through the turbo detection principle in each concerned small cell, the (aggregated) throughput 
should be improved, as “more” spectrum and diversity are made available. 

Since turbo detection is an extensive computational process, the RANaaS platform could be used if the link 
toward this platform supports the data transfer required (raw I/Q, compressed/uncompressed CSI, LLRs ...). 
If this link does not support such data flow to be transmitted, turbo processing could be done locally at each 
iSC with some information exchange. 

The investigation will evaluate the performance provided by the multipoint turbo detection method and try to 
identify the amount and the type of information to be exchanged to allow a scalable application of this 
algorithm based on the iSC/RANaaS platform link capability. In order to do so, the deployment shown in 
Figure 4-3 will be investigated to perform link-level simulations. Other deployment may also be investigated 
(such as two users and one small cell only or one user and two small cells). 

RANaaS

J1 J1

J2

UE1

iSC2

UE2

iSC1

Serving link

Interfering link

 
Figure 4-3: Multipoint turbo detection investigation context 

4.3.2 Assumptions 
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• Inter-connected small cells 

• Based on the J1 capacity/latency, information will be exchanged between small cell and RANaaS 
platform for the latter to perform the turbo detection 

• Based on the J2 capacity/latency (if J1 is not high capacity enough); information (TBD) between 
small cells may be exchanged 

The preliminary set of assumptions for CT2.2 is summarized in Table 4-5. 
Table 4-5: Assumptions of CT2.2: Multipoint turbo detection  

Assumption Description  

A.1 Large number of iSCs in local area x 

A.4 J1 interface between all iSCs and RANaaS with known parameters x 

A.6 J2 interface for interconnections of all iSCs  * 

A.8 Wired inter-node links between iSCs (fibre) * 

A.9 Wireless inter-node links between iSCs (60GHz) * 

A.10 Wired connection of iSCs to RANaaS (fibre) * 

A.11 Wireless connection of iSCs to RANaaS (60GHz) * 

A.12 Availability of a logical controller (iNC) for the joint RAN/BH optimization o 

A.2.3 Global RxCSI at RANaaS x 

A.2.4 Local RxCSI at iSCs x 

A.2.6 LTE Modulation & Coding Schemes x 

A.2.10 Uplink Transmission x 

A.2.13 Multiple Tx/Rx antennas at iSC o 

4.3.3 Technology requirements 
• Time/Frequency synchronized small cell  

• High processing power at the RANaaS platform if J1 has sufficient capacity/latency requirements 

The preliminary set of requirements for CT2.2 is summarized in Table 4-6. 
Table 4-6: Requirements of CT2.2: Multipoint turbo detection  

Technical 
requirement 

Description  

R.2.1 Limited capacity for J1 links (high, medium, low) x 

R.2.2 Limited capacity for J2 links (high, medium, low) * 

R.2.3 Low latency for J1 links (zero, very small, small) x 

R.2.4 Low latency for J2 links (zero, very small, small) * 

R.2.5 Perfect synchronization among iSCs (perfect, limited) x 

R.2.6 Message exchange between iSCs for distributed processing * 

R.2.7 Message exchange between iSCs and RANaaS (CPU) for partly distributed 
processing 

x 

R.2.8 Message forwarding of iSCs to RANaaS (CPU) for centralized processing x 

R.2.9 Large coherence time of channels, i.e. slowly varying channels x 

R.2.11 Preferably fibre-based J1 and J2 interfaces x 
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R.2.15 Global RxCSI at RANaaS (CPU) (perfect, limited, imperfect) x 

R.2.16 Local RxCSI at iSCs (perfect, imperfect) x 

4.3.4 iJOIN objectives addressed 
• Area Throughput (other objectives TBC after definition) should be increased by a better detection 

and spectrum utilisation. 

4.4 CT 2.3: Joint network-channel coding 

4.4.1 Scenario description 
The proposed scenario concerns uplink transmissions and is depicted in Figure 4-4. As shown in this figure, 
two or more UEs use a common intermediate iSC1 to communicate with a final destination (iSC2 or macro-
cell eNB). UEs’ transmissions are encoded by two channel codes C1 and C2, while a network code C is used 
at the relay. The destination decodes the received signals using knowledge of C1, C2 and C.  

 
Figure 4-4: Proposed scenario for joint network channel coding. 

The use of the joint network channel coding (JNCC) is aimed at increasing the users’ throughput in the 
uplink direction, and it is particularly suitable when the intermediate iSC1 has limited resources to supply the 
users it serves with the services they demand. If a more distant iSC2 has available backhaul resources (e.g. 
iSC2 serves a smaller number of users than iSC1), it can take over responsibility of the backhaul access for 
users UE1 and UE2. The drawback is that the users are penalized by the increasing distance to iSC2 node, 
which generally results in a degraded capacity of the wireless UEs-iSC2 links. However, iSc1 can help 
increasing the users’ throughput, by providing iSC2 with additional data pertaining to the user transmissions. 
Since the additional data is actually provided by the network code used at iSC, the whole coding scheme can 
be optimized such as to minimize the amount of data to be transmitted on the iSC1 to iSC2 link, subject to a 
target throughput for users UE1 and UE2.  

The goal of the investigation is to propose a joint-design of network (C) and channel (C1, C2) codes, such 
that to fully exploit the spatial diversity of the multiple access relay channel, while reducing the traffic-load 
on the relay-to-destination (iSC1-iSC2) link. The joint-design is illustrated in Figure 4-5 where Xi = Ci(Ui), 
and X = C(U1, U2) are the code words generated by the cannel codes (C1, C2) and the network code C, 
respectively. 
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Figure 4-5: Joint Network Channel coding for the MARC 

4.4.2 Assumptions 
• iSCs are connected with each other and at least some are connected to the RANaaS.  

• J1 interface between iSCs and RANaaS required for centralised processing  

• J2 interface between iSCs required for decentralised processing 

The preliminary set of assumptions for CT2.3 is summarized in Table 4-7. 
Table 4-7: Assumptions of CT2.3: Joint network channel coding  

Assumption Description  

A.2 Availability of macro BS in same frequency band (co-channel deployment) * 

A.4 J1 interface between all iSCs and RANaaS with known parameters * 

A.5 J1 interface between some iSCs and RANaaS with known parameters x 

A.7 J2 interface for interconnections of some iSCs (direct neighbours, selection) x 

A.9 Wireless inter-node links between iSCs (60GHz) x 

A.11 Wireless connection of iSCs to RANaaS (60GHz) x 

A.2.2 Local TxCSI at iSCs x 

A.2.4 Local RxCSI at iSCs x 

A.2.6 LTE Modulation & Coding Schemes * 

A.2.9 Adaptive Coding and Modulation x 

A.2.10 Uplink Transmission x 

4.4.3 Technology requirements 
• Wireless (and possibly resource-limited) backhaul link 

• Synchronization between iSCs/eNBs 

The preliminary set of requirements for CT2.3 is summarized in Table 4-8. 
Table 4-8: Requirements of CT2.3: Joint network channel coding  

Technical 
requirement 

Description  

R.2.1 Limited capacity for J1 links (high, medium, low) x 

R.2.2 Limited capacity for J2 links (high, medium, low) x 

R.2.5 Perfect synchronization among iSCs (perfect, limited) x 
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R.2.6 Message exchange between iSCs for distributed processing x 

R.2.7 Message exchange between iSCs and RANaaS (CPU) for partly distributed 
processing 

o 

R.2.8 Message forwarding of iSCs to RANaaS (CPU) for centralized processing o 

R.2.9 Large coherence time of channels, i.e. slowly varying channels o 

4.4.4 iJOIN objectives addressed 
• Increase of the area throughput. 

4.5 CT 2.4: Sum-Rate and Energy-Efficiency metrics of DL COMP with 
backhaul constraints 

4.5.1 Scenario description 
In this scenario, geographically dispersed iSCs cooperate with each other to form a “Virtual MIMO” (e.g., 
joint processing) and hence convert cell-edge interference into useful signal. Moreover, iSCs can exchange 
users’ CSI and perform coordinated beamforming/scheduling and hence avoid interference. This 
coordination or cooperation between the iSCs takes place through dedicated backhaul links either in a 
centralized way with the help of a central unit (RANaaS terminology in iJOIN) as shown in Figure 4-6 or in 
a decentralized fashion, shown in Figure 4-7. In both these figures, solid green lines represent signals 
intended for respective users, whereas red dot-dashed lines are the interfering signals from neighbouring 
cells. Backhaul links (both J1 and J2) are represented by the dashed green lines. 

In this work, the trade-off between the backhaul capacity and sum-rate will be quantified considering the fact 
that some system resources are utilized during backhauling. Initially, wired backhaul will be assumed which 
will later be extended to wireless backhaul. The analysis will cover both cases of infinite / finite backhaul 
capacity. Moreover, it will be studied that how much gain in sum-rate (or energy efficiency) can be achieved 
by investing system resources (or in terms of cost) for backhauling. Since CSI is required at the iSCs, the 
impact of limited or imperfect CSI on the performance gain will be analysed. Furthermore, in order to 
maximize the sum-rate for a given backhaul capacity, adaptive selection of joint processing and coordinated 
beamforming will be proposed. 

 

 
Figure 4-6: A three cell network with limited backhaul capacities of J1 links (centralized architecture).  
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Figure 4-7: Each iSC is connected with each other through J2 interfaces (de-centralized architecture).  

4.5.2 Assumptions 
Coordination and information exchange between iSCs is carried out on J2 interfaces for decentralized 
architecture. In case of centralized architecture, coordination between RANaas and iSCs takes place using J1 
interfaces.  

The preliminary set of assumptions for CT2.4 is summarized in Table 4-9. 
Table 4-9: Assumptions of CT2.4: Sum-rate and Energy efficiency metrics of DL-COMP  

Assumption Description  

A.1 Large number of iSCs in local area x 

A.4 J1 interface between all iSCs and RANaaS with known parameters x 

A.6 J2 interface for interconnections of all iSCs  o 

A.7 J2 interface for interconnections of some iSCs (direct neighbours, selection) o 

A.8 Wired inter-node links between iSCs (fibre) o 

A.9 Wireless inter-node links between iSCs (60GHz) o 

A.10 Wired connection of iSCs to RANaaS (fibre) o 

A.11 Wireless connection of iSCs to RANaaS (60GHz) * 

A.12 Availability of a logical controller (iNC) for the joint RAN/BH optimization o 

A.2.1 Global TxCSI at RANaaS x 

A.2.2 Local TxCSI at iSCs x 

A.2.7 Gaussian Input Signals x 

A.2.8 Perfect Channel Codes (infinite length) x 

A.2.11 Downlink Transmission x 

A.2.12 FDD / TDD x 

A.2.13 Multiple Tx/Rx antennas at iSC x 

4.5.3 Technology requirements  
Large (but limited) capacity is assumed for the J1/J2 interfaces. Furthermore, it is assumed that J1/J2 links 
have very low latency and thus will not be considered for the analytical framework of access capacity. 
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The preliminary set of requirements for CT2.4 is summarized in Table 4-10 
Table 4-10: Requirements of CT2.4: Sum-rate and Energy efficiency metrics of DL-COMP  

Technical 
requirement 

Description  

R.2.1 Limited capacity for J1 links (high, medium, low) x 

R.2.2 Limited capacity for J2 links (high, medium, low) x 

R.2.3 Low latency for J1 links (zero, very small, small) x 

R.2.4 Low latency for J2 links (zero, very small, small) x 

R.2.5 Perfect synchronization among iSCs (perfect, limited) x 

R.2.6 Message exchange between iSCs for distributed processing x 

R.2.7 Message exchange between iSCs and RANaaS (CPU) for partly distributed 
processing 

o 

R2.8 Message forwarding of iSCs to RANaaS (CPU) for centralized processing o 

R.2.9 Large coherence time of channels, i.e. slowly varying channels x 

R.2.12 LOS between iSC and RANaaS o 

R.2.13 Global TxCSI at RANaaS (CPU) (perfect, limited, imperfect) x 

R.2.14 Local TxCSI at iSCs (perfect, limited, imperfect) x 

R.2.17 ~2 GHz of BW on 60 GHz link o 

4.5.4 iJOIN objectives addressed 
• Improvements in spectral efficiency/ energy efficiency using DL CoMP. 

4.6 CT 2.5: Cloud Based Joint-Processing and Partially Centralized Inter-Cell 
Interference Coordination 

4.6.1 Scenario description 
In a network deployment where the access side has very dense deployment of small cells and RANaaS cloud 
functionality is available, many novel and flexible PHY layer techniques can be envisioned to enhance the 
system performance and user experience. This candidate technology CT2.5 targets a hot spot scenario which 
could for example be a big square in down-town (CS2) or an indoor dense one which could be a busy 
shopping mall or inside an airport (CS4). The general setting would be the availability of dense iSCs 
covering the area and the presence of many users which need to be served. This kind of scenario would 
require the aggressive frequency reuse at iSCs which would eventually result in strong interference 
conditions if not dealt properly. 

This candidate technology CT2.4 assumes the presence of J2 links between neighbouring iSCs and the J1 
links connecting iSCs to RANaaS nodes. Depending upon a large set of system variables, 
users’/applications’ data requirements, users’ locations, channel conditions experienced by individual users, 
capacity and latency of J1 and J2 links, various levels of cooperation strategies can be adopted at iSCs, a 
subset of whom might require processing at RANaaS nodes.  

In the downlink direction, in the presence of large bandwidth and low latency (relative mainly to channel 
variation mechanism) J1 links, very sophisticated Network MIMO version of CoMP approaches can be 
implemented in the cloud. This approach reduces the part of the network where it is adopted to a single 
transmitter having distributed antennas with individual per-antenna power constraints. Then different 
coordination rules need to be defined and enforced between multiple of these clusters to tackle the inter-
cluster interference. In the investigation, a network realized by heterogeneous backhaul links with different 
capacity and latency parameters would be investigated. In such a setting, network MIMO kind of approaches 
are hard to implement on a large cluster due to physical constraints and the focus would be to investigate 
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cooperation strategies with clustering enabled and with acceptable information exchanges. This interference 
coordination can be enabled in small clusters through RANaaS. One other possibility is to exploit the 
presence of J2 links where iSCs can exchange partial channel state information to better combat the 
interference situations. 

As outlined above, this particular network architecture gives rise to a number of joint transmission and 
interference handling possibilities. The discussion above clearly points out the fact that there exists a non-
trivial optimization problem to choose the optimal PHY strategy for enhanced system performance taking 
into account the constraints of heterogeneous backhaul. Note that the Figure 4-8 is indicative and does not 
show all possible links/situations.  

 
Figure 4-8: An exemplary scenario showing joint transmission and interference coordination.  

4.6.2 Assumptions 
The preliminary set of assumptions for CT2.5 is summarized in Table 4-11. 

Table 4-11: Assumptions of CT2.5: Cloud based Joint processing and partially centralised ICIC  

Assumption Description  

A.1 Large number of iSCs in local area x 

A.2 Availability of macro BS in same frequency band (co-channel deployment) o 

A.4 J1 interface between all iSCs and RANaaS with known parameters x 

A.6 J2 interface for interconnections of all iSCs  o 

A.7 J2 interface for interconnections of some iSCs (direct neighbours, selection) x 

A.8 Wired inter-node links between iSCs (fibre) * 

A.9 Wireless inter-node links between iSCs (60GHz) * 

A.10 Wired connection of iSCs to RANaaS (fibre) * 

A.12 Availability of a logical controller (iNC) for the joint RAN/BH optimization x 
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A.2.1 Global TxCSI at RANaaS o 

A.2.2 Local TxCSI at iSCs x 

A.2.3 Global RxCSI at RANaaS o 

A.2.4 Local RxCSI at iSCs x 

A.2.5 Global RxCSI at iSCs o 

A.2.7 Gaussian Input Signals x 

A.2.8 Perfect Channel Codes (infinite length) x 

A.2.13 Multiple Tx/Rx antennas at iSC o 

4.6.3 Technology requirements 
The preliminary set of requirements for CT2.5 is summarized in Table 4-12. 

Table 4-12: Requirements of CT2.5: Cloud based Joint processing and partially centralised ICIC  

Technical 
requirement 

Description  

R.2.1 Limited capacity for J1 links (high, medium, low) x 

R.2.2 Limited capacity for J2 links (high, medium, low) x 

R.2.3 Low latency for J1 links (zero, very small, small) x 

R.2.4 Low latency for J2 links (zero, very small, small) x 

R.2.5 Perfect synchronization among iSCs (perfect, limited) x 

R.2.7 Message exchange between iSCs and RANaaS (CPU) for partly distributed 
processing 

x 

R.2.8 Message forwarding of iSCs to RANaaS (CPU) for centralized processing x 

4.6.4 iJOIN objectives addressed 
• Increase of area throughput. 

• Energy efficiency optimization. 

4.7 CT2.6: Data compression over RoF  

4.7.1 Scenario description 
The deployments of dense networks based on a large number of small cells bring two main problems: the 
interference among the radio access points that limits the spectrum efficiency and the availability of high 
capacity backhauling connections. 

The problem of the interference can be mitigated through the adoption of coordinated transmission 
techniques like CoMP where several iSCs coordinate their transmission/reception towards/from a given UE. 
The capacity of the backhauling can be instead increased by leveraging on the structure of the OFDMA and 
SC-FDMA signals that are transmitted on the downlink and uplink of the LTE/LTE-A system, respectively. 

In the following we consider a network architecture based on Radio over Fibre (RoF), which is composed by 
a central unit RANaaS where the baseband processing is concentrated. The RANaaS is connected by means 
of fibre links to a large number of radio access points distributed over the coverage area. The access points 
are in the form of iSCs that are small and easy to install on the existing urban infrastructure of the operator 
like cabinets, phone boots, lampposts, etc.  

In a conventional RoF architecture, the central unit performs the signal processing operations of traditional 
base station equipment including the higher layer protocols (RRC/RLC/MAC) and the physical layer (L1) 
signal processing operations up to the generation of the composite digital baseband signal, as shown in 
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Figure 4-9. The composite digital baseband signal is converted from electrical to optical (E/O) and 
transmitted over the fibre. 
 

E/O

L2/L3

RRC/RLC/MAC

protocols

Central Unit

Remote Unit
O/E

Ce
ll 

W
ei

gh
ti

ng D/A

1

Km

RFFront
end

D/A RFFront
end

Composite digital signal 

(sum of the different users)

Baseband
modem

L1

 

 Figure 4-9: Conventional RoF architecture 

The iSC receives the composite baseband signal that is first converted from optical to electrical (O/E). The 
signal is first subject to a weighting operation that operates on cell basis (i.e. for all the users camped or 
served by the iSC). The weighting operation is optional (i.e. in conventional iSC implementations may not be 
present) and its purpose is to shape the radiation diagram of the iSC antenna in order to optimize the 
coverage. For example some antenna parameters, like vertical tilt or 3dB azimuth beamwidth, can be adapted 
in a semi-static way under the control of the RANaaS. 

After the cell weighting operation the signal is then filtered by a front-end, converted from digital to 
analogue form (D/A), up-converted from baseband to radio frequency (RF), amplified by a power amplifier 
and radiated by the antennas. The previous signal processing steps refer to the downlink. In the uplink the 
inverse operations are performed both in the iSC and the RANaaS and the signal transmitted over the optical 
fibre is still a composite signal formed by the sum of the different user signals. In case of a radio access 
technology like LTE or LTE-A, the time domain signal at the output of the IFFT module at the transmitter is 
sent over the optical fibre link. In that case the composite baseband signal, which is made by the sum of the 
various user signals, can be transmitted over the optical fibre link by using standard transmission formats 
defined by international consortia such as CPRI (Common Public Radio Interface) [72] or OBSAI (Open 
Base Station Architecture Initiative) [73]. 

An estimate of the backhauling capacity required for the transmission of one LTE carrier over the fibre link 
is easily obtained considering the characteristics of the OFDM signal. The signal at the IFFT output is 
sampled with a frequency of 30.72 MHz in case of a 20 MHz carrier [74]. The signal is typically 
oversampled by a factor two, so that the sampling frequency of the signal transmitted on the fibre is 61.44 
Mbit/s. Besides, two signals must be transmitted when considering a MIMO 2xN antenna configuration (i.e. 
with 2 antennas at the iSCs). Finally, assuming that the quantization of the In-phase (I) and Quadrature (Q) 
components of the OFDM signal is done using 10 bits, it is possible to estimate throughput Tf on the fibre  

   Gbit/s 2.4610261.442T
onquantizati

signal
components

 I/Q
frequency

 sampling
antennas RU

 ofnumber 
f =⋅⋅⋅=   

The value calculated above shows that the backhauling may become a potential bottleneck when considering 
a scenario with a large number of small cells, or a MIMO configuration with a large number of antennas or 
also a multi-RAT scenario. The obtained value must be compared with the throughput that can be provided 
by the different technologies used for backhauling. The Table 4-13 derived from [6] provides a 
categorization of the different backhauling technologies (i.e., typical backhaul widely used in the market). A 
further categorization of the backhauling technologies can be also found in [75]. The analysis of the 
throughput that can be carried by the current backhauling technologies shows that only a limited number of 
LTE carriers can be transmitted over a fibre link or alternatively only a limited number of iSCs can be 
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connected over a unique fibre link. It then follows that the data compression techniques for increasing the 
transmission efficiency over the backhauling are of paramount importance for the dense network scenarios.  

Table 4-13: Categorization of non-ideal backhaul [6] 

Backhaul categories Latency (one way) Throughput 

Fibre Access 1 10 − 30 ms 10 M − 10 Gbps 

Fibre Access 2 5 − 10 ms 100 − 1000 Mbps 

DSL Access 15 − 60 ms 10 − 100 Mbps 

Cable 25 − 35 ms 10 − 100 Mbps 

Wireless Backhaul 5 − 35 ms 
10Mbps − 100 Mbps 

typical, maybe up to Gbps 
range 

 

Besides, the conventional RoF architecture shown in Figure 4-9 is highly non-efficient when it is necessary 
to perform signal processing operation on a per-user basis, like for example adaptive beamforming or 
coordinated transmission between multiple iSCs. In this context the weight factors are different for each user 
and they have to be continuously updated in order to track the movement of the user within the cell and to 
track the channel variations. The signal processing algorithms operating on user basis consist in separately 
multiplying each user signal at the different antenna branches for complex weight factors before the signals 
are radiated in downlink, or before the signals received from the different antennas are combined in uplink. 
The application of these algorithms in the small cells, especially in case of dense scenarios limited by the 
interference, can provide significant gains in terms of throughput and quality of service perceived by the 
users. 

The application of these algorithms in a conventional RoF architecture requires performing all the signal 
processing operations in the RANaaS prior to the IFFT operation, where the signals of different users are still 
separately available. As already mentioned, this architecture lacks of flexibility because it is necessary to 
transmit one composite signal for each antenna element of each iSC. It follows that, as the number of iSCs 
connected via one link increases, the available transmission capacity on the fibre becomes rapidly a 
bottleneck. 

To cope with the problems listed above it is possible to define a new RoF architecture, denoted as Frequency 
Domain RoF (FD-RoF) that enables the signal processing on a per-user basis in the iSCs, by providing the 
necessary level of flexibility and scalability. Besides, this architecture should also provide advantages in 
terms of throughput reduction of the signals transmitted over the backhauling link with respect to state of the 
art solutions. The throughput reduction is particularly important considering that broadband wireless 
communication systems (e.g. LTE/LTE-A and WiMAX) are capable of providing aggregate per-cell 
throughput in the order of hundreds of Mbps. Furthermore, a more efficient use of transmission resources 
between the RANaaS and the iSCs permits also to increase the maximum number of iSCs that can be 
connected to a given fibre ring.  

Such new architecture should enable the signal processing on a per-user basis either within the iSCs or in a 
cooperative form involving multiple iSCs thanks to a particular partitioning of the baseband (L1) modem 
functionalities between the RANaaS and the iSCs. In particular, coding, HARQ, interleaving, modulation, 
MIMO processing and resource mapping are still performed in the RANaaS, while the per-user processing, 
IFFT, cyclic prefix insertion, filtering and RF conversion are performed in an enhanced iSC, as shown in 
Figure 4-10 for the transmitter part and Figure 4-11 for the receiver part. So, the signal transmitted over the 
optical fibre is the signal at the output/input of the resource mapping, where the user signals are separated in 
the frequency domain and the overall throughput with respect to the traditional RoF architecture is 
significantly reduced. The reduction comes from the fact that some ancillary information that just represents 
overhead (e.g. the cyclic prefix, the null subcarrier at the band edge) does not need to be transmitted over the 
fibre. A future activity in the framework of the project will be the calculation of the throughput reduction on 
the backhauling achievable by the FD-RoF architecture with respect to a conventional architecture.  
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 Figure 4-10: Frequency Domain RoF architecture: transmitter part 
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Figure 4-11: Frequency Domain RoF architecture: receiver part 

As it can be easily seen, this novel architecture allows user-based signal processing operations such as 
adaptive beamforming or coordinated multipoint transmission to be performed in the iSC for each user 
separately while the calculation of the adaptive weighting coefficients can be performed either in the iSC or 
in the RANaaS if network coordination algorithms are required. 

4.7.2 Assumptions 
For the innovation concerning data transmission in FD mode the list of assumptions that are considered 
relevant is reported in Table 4-14. As for J1 and J2 interface, they are needed but the choice is left as 
optional because also traditional interfaces could co-exist with J1 and J2 and on the other hand it is not 
mandatory that all the iSCs are connected by J1 and J2. For wired and wireless assumption it is considered 
primarily the wired (i.e. fibre) option. 

Table 4-14: Assumptions of CT2.6: Data compression over RoF  

Assumption Description  

A.1 Large number of iSCs in local area x 

A.2 Availability of macro BS in same frequency band (co-channel deployment) o 

A.3 Availability of macro BS in different frequency band o 

A.4 J1 interface between all iSCs and RANaaS with known parameters * 
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A.5 J1 interface between some iSCs and RANaaS with known parameters * 

A.6 J2 interface for interconnections of all iSCs  * 

A.7 J2 interface for interconnections of some iSCs (direct neighbours, selection) * 

A.8 Wired inter-node links between iSCs (fibre) x 

A.9 Wireless inter-node links between iSCs (60GHz) * 

A.10 Wired connection of iSCs to RANaaS (fibre) x 

A.11 Wireless connection of iSCs to RANaaS (60GHz) * 

A.12 Availability of a logical controller (iNC) for the joint RAN/BH optimization o 

4.7.3 Technology requirements 
The list of requirements is reported in Table 4-15. In particular, it is stressed the requirement related to the 
capacity over J1 and J2 links, that is increased by this innovation. As for the requirement R.2.12 is deemed 
relevant only for the optional extension to the wireless case, to be evaluated in a later stage. 

Table 4-15: Requirements of CT2.6: Date compression over RoF  

Technical 
requirements 

Description  

R.2.1 Limited capacity for J1 links (high, medium, low) x 

R.2.2 Limited capacity for J2 links (high, medium, low) x 

R.2.10 Access to the transceiver chain to implement FD approach in the transmission x 

R.2.11 Preferably fibre-based J1 and J2 interfaces x 

R.2.12 LOS between iSCs and RANaaS x 

4.7.4 iJOIN objectives addressed 
The most relevant objectives that will be addressed are possibly the increase in area throughput and energy 
efficiency; on the other hand there could be the estimation of the cost efficiency reached by the adoption of 
this innovation. 

4.8 CT2.7: 60GHz backhauling 

4.8.1 Scenario description 
The proposed scenario concerns the emerging technology of 60 GHz wireless links as a backhaul 
technology. As depicted in Figure 4-12, the scenario consists of two serial wireless links, the LTE radio 
access and a 60 GHz wireless link. A UE’s signal is available as digital I/Q data in the iSC. The problem 
addressed in this candidate technology CT2.7 is to determine how much digital processing should take place 
in the iSC. Some PHY features like FEC might be reused in both links to reduce processing in the iSC, while 
too little processing increases the data load to be transmitted on the 60 GHz link. The goal of the 
investigation will be to determine an optimal functional split so that the throughput between UE and 
RANaaS can be maximized while the complexity in the iSC is kept as low as possible. This functional split 
should be flexible, as it might depend on variations in the traffic demand or the number of connected UEs. 
Principal investigation will be undertaken with one iSC and one UE, while later scenarios with multiple iSCs 
and UEs as well as multi-hop scenarios will be of interest. 
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Figure 4-12: Scenario for 60 GHz backhauling 

4.8.2 Assumptions 
The preliminary set of assumptions for CT2.7 is summarized in Table 4-16. 

Table 4-16: Assumptions of CT2.7: 60 GHz backhauling  

Assumption Description  

A.5 J1 interface between some iSCs and RANaaS with known parameters x 

A.9 Wireless inter-node links between iSCs (60GHz) o 

A.11 Wireless connection of iSCs to RANaaS (60GHz) x 

A.12 Availability of a logical controller (iNC) for the joint RAN/BH optimization o 

A.2.1 Global TxCSI at RANaaS x 

A.2.2 Local TxCSI at iSCs x 

A.2.3 Global RxCSI at RANaaS x 

A.2.4 Local RxCSI at iSCs x 

A.2.6 LTE Modulation & Coding Schemes x 

A.2.7 Gaussian Input Signals x 

A.2.9 Adaptive Coding and Modulation o 

A.2.10 Uplink Transmission x 

A.2.11 Downlink Transmission x 

A.2.13 Multiple Tx/Rx antennas at iSC o 

4.8.3 Technology requirements 
The preliminary set of requirements for CT2.7 is summarized in Table 4-17. 

Table 4-17: Requirements of CT2.7: 60 GHz backhauling  

Technology 
requirements 

Description  

R.2.1 Limited capacity for J1 links (high, medium, low) x 

R.2.2 Limited capacity for J2 links (high, medium, low) o 

R.2.3 Low latency for J1 links (zero, very small, small) x 
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R.2.4 Low latency for J2 links (zero, very small, small) o 

R.2.7 Message exchange between iSCs and RANaaS (CPU) for partly distributed 
processing 

x 

R.2.8 Message forwarding of iSCs to RANaaS (CPU) for centralized processing x 

R.2.10 Access to the transceiver chain to implement FD approach in the transmission x 

R.2.12 LOS between iSC and RANaaS x 

R.2.13 Global TxCSI at RANaaS (CPU) (perfect, limited, imperfect) o 

R.2.14 Local TxCSI at iSCs (perfect, limited, imperfect) o 

R.2.15 Global RxCSI at RANaaS (CPU) (perfect, limited, imperfect) o 

R.2.16 Local RxCSI at iSCs (perfect, imperfect) o 

R.2.17 ~2 GHz of BW on 60 GHz link x 

4.8.4 iJOIN objectives addressed 
• Increase throughput and energy efficiency by optimizing the functional split. 
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5 Consolidated WP2 Assumptions 

5.1 Architectural and technology deployment assumptions 
The following table gives an overview over the architectural and technology deployment assumptions per CT 
and serves as a basis to derive the preliminary iJOIN architecture. The specific requirements will be 
investigated/derived based on this architecture.  

Table 5-1: Architectural and deployment assumptions per Candidate Technology  

Assumption Description 2.1 
UoB 

2.2 
SCBB 

2.3 
CEA 

2.4 
UNIS 

2.5 
IMC 

2.6  
TI 

2.7 
TUD 

A.1 Large number of iSCs in local area x x  x x x  

A.2 Availability of macro BS in same frequency 
band (co-channel deployment) 

o  *  o o  

A.3 Availability of macro BS in different 
frequency band 

     o  

A.4 J1 interface between all iSCs and RANaaS 
with known parameters 

o x * x x *  

A.5 J1 interface between some iSCs and RANaaS 
with known parameters 

x  x   * x 

A.6 J2 interface for interconnections of all iSCs  o *  o o *  

A.7 J2 interface for interconnections of some iSCs 
(direct neighbours, selection) 

x  x o x *  

A.8 Wired inter-node links between iSCs (fibre) * *  o * x  

A.9 Wireless inter-node links between iSCs 
(60GHz) 

* * x o * * o 

A.10 Wired connection of iSCs to RANaaS (fibre) * *  o * x  

A.11 Wireless connection of iSCs to RANaaS 
(60GHz) 

* * x *  * x 

A.12 Availability of a logical controller (iNC) for 
the joint RAN/BH optimization 

x o  o x o o 

 

Legend 

“x” mandatory assumption 

“*“ optional choices for implementation candidates 

“o” optional assumption; this not-mandatory feature may lead to improvements  

“ “ not assumed for the CT 

5.2 WP2 Implementation assumptions 
The following table defines implementation assumptions per  CT2.x describing the fundamental framework 
of the investigations. This list gives information about the operational mode for the investigations and what 
kind of information is required at the different places in the system.  
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Table 5-2: Implementation Assumptions per Candidate Technology 

Assumption Description 2.1 
UoB 

2.2 
SCBB 

2.3 
CEA 

2.4 
UNIS 

2.5 
IMC 

2.6  
TI 

2.7 
TUD 

A.2.1 Global TxCSI at RANaaS    x o  x 

A.2.2 Local TxCSI at iSCs   x x x  x 

A.2.3 Global RxCSI at RANaaS  x   o  x 

A.2.4 Local RxCSI at iSCs x x x  x  x 

A.2.5 Global RxCSI at iSCs     o   

A.2.6 LTE Modulation & Coding Schemes x x *    x 

A.2.7 Gaussian Input Signals    x x  x 

A.2.8 Perfect Channel Codes (infinite length)    x x   

A.2.9 Adaptive Coding and Modulation   x    o 

A.2.10 Uplink Transmission x x x    x 

A.2.11 Downlink Transmission    x   x 

A.2.12 FDD / TDD    x    

A.2.13 Multiple Tx/Rx antennas at iSC o o  x o  o 
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6 Summary and Conclusion 
In this report, the general architecture for 3GPP LTE network is discussed. The SotA channel models for 
both the non-cooperative MIMO and cooperative systems are presented. The PHY parameters (e.g., 
modulation order, coding schemes) are also provided. Moreover, the discussion is provided for different 
performance indicators based on which different PHY techniques will be compared later on. The preliminary 
SotA PHY techniques are considered for the radio access network in order to improve the different 
performance indicators taking backhaul constraints into account. These techniques include: Distributed and 
iterative multiuser decoding, CoMP and ICIC, Joint network-channel coding and Frequency-domain RoF. 
Furthermore, various SotA backhaul types (Fibre-based, wireless and mmWave, and in-band using relay) are 
discussed and it is mentioned that each category has its own pros and cons.  

Moreover, various CTs are described which utilize the aforementioned techniques for access network and 
backhauling in four different common scenarios. The common scenarios include: stadium, square, wide-area 
continuous coverage, indoor (airport/shopping mall). The assumptions and requirements of each CT are also 
explicitly mentioned. Finally, the consolidated assumptions and requirements for WP2 are presented. It is 
worth mentioning here that all the CTs discussed for the common scenarios have potential to achieve the 
iJOIN objectives.  
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