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5G-VINNI (5G Verticals

O
\2Moving Experimentation

INNovation Infrastructure) L

Build an open large scale 5G End-to-End facility that can

demonstrate that key 5G network KPIs can be met

be validated, accessed and used by vertical industries (e.g.
in ICT-19 projects) to test use cases and validate 5G KPlIs.

Provide user friendly zero-touch orchestration, operations
and management systems for the 5G-VINNI facility.

Validate the 5G KPIs and support the execution of E2E
trial of vertical use cases for ICT-19 projects.

Duration: 3 years, budget: 19,998 M€

Consortium: 23 partners (operators, vendors, academics, SMEs)

https://5g-vinni.eu/




5G-VINNI facility
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5G-VINNI facility

This project has received funding from
the EU’s Horizon 2020 research and
innovation programme under grant
agreement No 815279.

(*) Multi-Vendor Network Functions across domains, e.g. RAN, CN, TN.

5G-VINNI facility site architecture is standards-
compliant (e.g. 3GPP; ETSI NFV) to facilitate
interoperability in multi-site slicing scenarios

5G-VINNI is an E2E facility providing advanced 5G
capabilities that are made available to industry verticals
for use case trialing.

5G-VINNI facility provides every vertical with an
isolated service experimentation, in the form of a slice -
> Network Slice as a Service (NSaaS).

5G-VINNI facility architecture

* Catalog: publication of 5G-VINNI service offerings, i.e.
network slice services.

* Portal: single-entry point for the vertical. It allows
catalog browsing and service ordering operations.

* Multiple interworking sites, each deployed at a different
geographic location and defining a single administrative
domain.

O SG-UINNI



5G-VINNI Service Blueprint (VINNI-SB)

VINNI-SB Structure
° MOdeI'baSEd SerVice template Slice Service Type (SST) Service Topology

for service ordering in NSaaS. T

e Extending GSMA’s Generic Slice
Template (GST), including
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"name"”: "GST External”,
to "description™: "GST external example",
"wersion™: "@.4.8",

"izBundle": false,
"attachment™: [

r

* Availability ;’elatedPa—ty": [
* Area of service e - [eresspraacamonno) "resourceSpecification™: [
1.
* Delay tolerance "zervicelevelSpecification™: [
* Deterministic communication 1

"serviceSpecCharacteristic™: [

* Downlink throughput per network slice ) {
X Cname”: A f service”,
* Downlink throughput per UE s [ s | ZZ"nilguaEiT rai:Tce
. Energy EfﬁCiency L o | "description”: "This attribute specifies the area where the terminals can access a particular network slice. Therefore, the attrit

"extensible”: null,
"isUnique": true,

* Group communication support

: "maxCardinality”: 1,
+ lIsolation level e S erdinality™: 1
* Location based message delivery S ‘regex”: null,

"valueType™: “"SET",
"serviceSpecCharRelationship”: [[]

*  Maximum supported packet size

* Mission critical Support "serviceSpecCharacteristicValue™: [[J]
* MMTel support - , |3
. NB'IOT Support dotomntdnion ::mu&oe((hvx(emn(hlu! {'
» Network Slice Customer network functions ' [name”: "Area of Service: Reglon specification”,
"configurable™: false,
¢ Number of connections "description”: "For every single country listed in the area of service attribute it needs teo be indicated if the service will be ¢
. "extensible”: null,
* Number of terminals

"isUnique": true,
* Performance monitoring JmaxCardinality”:

minCardinality”:
"regex": null,

* Performance prediction .

e . g "wvalueType™: "SET",
¢ POSItlonlng Support "serviceSpecCharRelationship”: [[]
A 1.0

Raqlo _S_pECtrum ! "serviceSpecCharacteristicValue™: [[]

* Reliability (8]
* Root cause investigation {
* Session and Service Continuity support _name”: "Delay tolerance”,

) . "configurable™: false,
¢ Simultaneous use of the network slice "description”: "Provide the NSC with service delivery flexibility, especially for the vertical services that are not chasing a hig

. . . "extensible™: 11,
* Slice quality of service parameters f:‘uﬁzq:ee tr::,
* Support for non-IP traffic “maxCardinality”: 1,

. . minCardinality”: @,

* Supported device velocity “regex”: null,
. Synchronicity valueType™: "BINARY",
e Terminal density "serviceSpecCharRelationship”: [

. . { "name": "Character Attribute”, "role": "tag", "relaticnshipType": "tag" },
® Upllnk throughput per network slice { "name": "Functional", "role": "tag", “"relationshipType": "tag" },
. Upllnk thrOUghpUt per UE ] { "name": “"KPI", "rele": “"tag", "relaticnshipType"”: "tag" }

e User management openness "serviceSpecCharacteristicValue™: [
{
* User data access "isDefault": true,
e VX communication mode Jrangelnterval®: null,
regex”: null,
"unitOfMeasure™: "NSA",

"valueFrom": null,



Model of VINNI-SB

 Definition of a common information model
for the entire 5G-VINNI facility:

* Site-agnostic design of network slices.

* Ensures reproducibility and facilitates cross-site
slice deployments.

 Model following TM Forum’s information
Framework (SID)

This project has received funding from
the EU’s Horizon 2020 research and
innovation programme under grant
agreement No 815279.

sliceTesting
<<ServiceSpec, CFS>>

VINNI-SB
<<ServiceSpec, CFS>>

Name
Description
isBundle: true
VINNI-SB Service

Exposu re‘vel

sliceMonitoring
<<ServiceSpec, CF5>>

Name 0.1 0.1 Name
Description Description
| 1 1 0.1
sliceTopology sliceAttributes slice3rdPartyVNFs
<<ServiceSpec, CFS>> <<ServiceSpec, CF5>> <<ServiceSpec, CF5>>
Name Name Name
Description Description Description
| 1 | 1
NetworkServiceTopology VNFD
<<Resource Ref, RF$>> <<Resource Ref, RFS>>
Name Name
Description Description
ID (resource spec) ID (resource spec)
NetworkServiceTopology VNFD
<<logicalResourceSpec>> <<LogicalResourceSpec>>
ID ID
Name Name
Description Description
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Onboarding a
Vertical for 5G

experimentation

Onboarding a vertical in a 5G experimentation
infrastructure involves various iterative and parallel steps.
Different stakeholders (customer, facility provider) must
co-design and co-develop different parts for a successful
operation and KPI testing on top of a 5G facility.

We defined three periods of the onboarding process:
i) a co-design period,
ii) an iterative co-development period and

iii) the Operation and Testing KPI iterative period.
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- This cycle might be repeated multiple times

- NFV orchestration is key part to repeatability of NF deployments/testing

- Self service onboarding/off boarding, deployment test and access - Access Level 1

- facility might offer to vertical a staging area (e.g. a private OSM to experiment) or NFVO
itself — Access Level 2 and 3

- facility might offer to vertical VIM access — Access Level 4

The onboarding process
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From Service Order to E2E Service and resources
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Supporting the onboarding-process

Services Marketplace

Service Catalog Explorer

. Example Faciity services Welcome to Openslice demo!
- Browse available services and sign in to order

Service Speciications of External category

5G-ACIA-Local Control-to-control 5G-ACIA-Mobile Robots (Indoor) enhanced Mobile Broadband with IMS support

ExampleDemo URArmy

Welcome to Openslice!

Openslice Is a pre
NSO deployrment

Check http/openstice.io for fus

Deploy Services bySing Standard

Deploy VNFs and NSDs to target NFV
Orchestrator !

Welcome to Patras5G!
Browse avallable NSDs and sign in as an NSD creator to deploy your NSDs!

hackfest_epa-ns patras5g_multivdu_nsd_example

Yy
Patras

&)

open

http://openslice.io



Service Catalog/Service Specification Design
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Service Catalog Explorer

~ Example Facility Services

eMBB

Generic Services

in Characteristics

© Create New Characteristic

| Functional KPI Character Attribute Scalability Attribute Performance

ype Default values Configurable Actions

?-jv,n:aliwn:ca') 3lse /4
0 il coury e =
BINARY 0 (Not supported)} false =

Deterministic communication: Availabilty BINARY 1(Supportad) “alze =z

E?”C:‘ “alze =
iﬁ\:;é:l;:?mughput per UE: Guaranteed downlink R Sii e @
ai;w;;:;:?roughput per UE: Maximum downlink e e @
Z);)::I:\::::::‘ljs:s:t per network slice: Guaranteed - i . e @
Euo::ll‘\::tt::‘:.igg:s;: per network slice: Maximum fR—— e @

Group communication support ENUM 0 (not available) false r’g

External

ion specification SET

Delay tolerance

Deterministic communication: Periodicity ARRAY

o

TMF633 - Service Catalog Management
TMF634 - Resource Catalog Management (no Ul currently)




Service Order Overview

Preview and Manage Service Order of My order
with Id #190fcfc7-6107-445¢-950-45ed2130e395

Service Order and SOM

Main Service Order properties
Orderer By Order Date
melisha 21 M
Description

Requested Starting Date

Starting Date

21 May 2020, 1117 AM

wrisen oy CDSO @ 21 May 2020, 11:17 AM

Order Item #8dd7c761-daSc-4f8b-87e9-e762807¢2b82

Main Service properties

Service Type

enhanced Mobile Broadband with IMS support
ooeEn

—>
=
5G sunde

Characteristic

Description

cirnos_2vnf_nsg: DbMANOprovider Name

cirros_2vnf_nsd::OnB

ngstatus

orros_2vnf.nsaPackag n

Service Characteristics arros_2wnf_nsd PackagingFormat

& User Deflned Service Charact cirros_2vn_nsd: vendar

+ Detault Vakes. Director chanral 1o cameras

Ares of servee: Regon specicaton
i of Network Assistanse Server

Downiink throughput per UE: Guaranteed downirk throughgus
of hobile Cameras

wsis

Location of NASS
Number of terminals

imum Number of cameras
Censroea s neA I

Number of reserved hours

BpensaCtore-2enb_radns

OpensGCore-2enb_nsd Vil

ity of the moblle cameras

the maoile camerss

Supporting Services allocated with Service

ED upstream journalist
cifros_2unf_ned NSDID: 5

OpenSGCore-2enb_nsd:deployic: e1206ef5-4164-dbe3-bedé-fcl2346ebas1
airros_2unf_ g OnBoardingstatus: ONBOARDED
Core-2enb,_nsd-nshame OpensGCore-2enb_nsd

Priority

Natification Contact

Requested Completion Date

21 May 2020, 1216 P\

Expected Completion Date

020, 12:16 P

Category State

Service Specification Characteristics allocated with Service

Value (- Allas }

7cosfe/cirros_2vn

0-Audio

tno-naasilatest - tno-naas

2610

2610

Number of reserved hours: 2
wnf_nsd ObMANORrovider_Name: uop

response time of the moblle cameras: 1
or renam channel to cameras: 0
vigea qualty of the mobile cameras: 0

TMF 641 - Service Ordering Management

f4368-9353-59¢511

_2unf pstargz

58 Server (NASS] tno-naasilatest

Sunode: wmmuvmwmn-m F

#= Supporting Service Information

D Name Desc

582chf5f-101f-425a-570e-cabfcc 12668 Upstream journalist case A Service for Upstream journalist case

Service Type Category Specification

Upstream journalist case CustomerFacingServiceSpecification Upstream journalist case
Start Date

21 May 2020, 11:18 AM

Start Mode State
active

AUTOMATICALLY_MANAGED

Supporting Resources Supporting Services

There are not supperting resources allocated There are not supporting services allocated

Service Characteristics

cirros_2vnf_nsd:NSDID: 5

Open5GCore-2enb_nsd:deployld: e12d6ef5-4f64-4be3-bcdé-fci2946eb881T
cirros_2vnf_nsd:OnBoardingStatus: ONBOARDED
Open5GCore-2enb_nsd:nsName: Open5GCore-Zenb_nsd
cirros_2vnf_nsd:Vendor: OsM

cirros_2vnf_nsd:Packagelocation: /0sapi/packages/ed3692a2-33ef-4368-9a53-b9c5117ch8fe/cirros_2vnfns.targz
Location of Mobile Cameras: 2670

image of Network Assistanse Server (NASS): tno-naas:fatest

Numiber of reserved hours: 2

cirros_2vnf_nsd:ObMANOprovider_Name: uop

Maximum Number of cameras: 3

Location of NASS: 2370

Video response time of the mobile cameras: |
Director return channel to cameras:
Video quality of the mobile cameras: 0

Notes

Update Service Order State to: active.
written by OSOM @ 21 May 2020, 11:18 AM

Local Service Orchestration initialized for spec:Upstream journalist case done!

40 - Service Activation and Configuration



Service Catalog Management ®

TMF API Reference: TMF633 - Service Catalog Management ### Release : 18.5 - December 2018 Service Catalog APl is
one of Catalog Management API Family. Service Catalog API goal is to provide a catalog of services. ### Resource -
serviceCatalog ### Operations Service Catalog API performs the following operations on the resource : - Retrieve an
entity or a collection of entities depending on filter criteria - Partial update of an entity (including updating rules) -
Create an entity (including default values and creation rules) - Delete an entity (for administration purposes) - Manage
notification of events

Openslice Open APl access —

listener-api-controller

service-candidate-api-controller

* Supported TMF OpenAPIs for programmatic access by Vertical Applica

service-category-api-contraller

* For a quick access check our swagger links:

exportiob

* TMF APIs: http://portal.openslice.io/tmf-api/swagger-ui.html

“ortjob

q listeners (client side)

* API for VNF/NSD management: http://portal.openslice.io/osapi/swagger-ui.ht

~ring®

«erence : TMF 641 - Service Ordering Management ## Release : 18.5 - Dec 2018 The Service Order API
+ a standardized mechanism for managing Service Order, a type of order which can be used to place an order
3 { ] ~een a customer and a service provider or between a service provider and a partner and vi ruice
.der resource A service order will describe a list of service order items. A service order item references an action on
an existing or future . & Service (CFS) as well as Resource Facing Service
(R e ' atien Companent
(and it could mix CFS and RFS) - fram an Infrastructure Control & Management companent (and it would have only RFS)
### Service Order API performs the f f rder or a col
of service orders depending on filter criteria - Partial update of a service order (including updating rules) - Creation of
r (including default values and creation rules) - Deletion of service order (for administration purpeses) -

Services portal WEB

{per)
i

Applications «———— TMF APIs service

'y

v

hub-api-cantroller

ner-api-controller

natification listeners (client side)

serviceOrder

,,,,,,,,,,,,

Openslice Services|
information exchange with: Openslice NFV it ati
multiple OSSs or $Os| 055/BSS and External MANO/NFVO exchange with multiple
Service Or ators | MANOS/NFVOs



http://portal.openslice.io/tmf-api/swagger-ui.html
http://portal.openslice.io/osapi/swagger-ui.html

Multidomain scenarios and federation

Openslice can be used to exchange service specifications/catalogs and make service orders between Organizations

ABEG
=k [ (D open o
4
SC Organization A
Service
Service
Order
ABCD EFG
‘ ) ) Service ‘ ) )
Catal
sc SC
’ Service Catalog -
(J open ;Service Order ;
Organization B Organization C

TMF632 — Party Management



Service Specification Designer

£dit Design of URArmy Service Specification (CustomerfacingServiceSpecification)

Openslice is a prototype open source, operations support system. It supports VNF/NSD onboarding to
i m OpenSourceMANO (OSM) and NSD deployment management. It also supports TMFORUM OpenAPIs regarding
: -
Service Catalog Management, Ordering, Resource, etc.
= Microservices based architecture
*  http://openslice.io
@ Performance  Functionallity  Network Optimisation  Exposure Level
200
00
=00
#0600
+00 Open Source
«00n Demo
it « =00 *Openslice demo: http://portal.openslice.io/ M A N O
o -~ =eEa 0 lice Service Catal d orderine:
. * 00 pensilice s>ervice .a a_ogs an. oraering. ECOSYSTE M
»E0 http://portal.openslice.io/services/ OSS/BSS
#0800

el o[ o


http://portal.openslice.io/
http://portal.openslice.io/services/
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 5G VINNI demo day for US  5G VINNI demo day for US
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11 views + 1 month agc

¢ 5G-VINNI training for testing
- Session 3 — Test as a...

¢ 5G VINNI demo day for US
visitors Service Orchestration
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Plementation of a networ...
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experimentation: From...

25 views + 1 month ago
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https://www.youtube.com/watch?v=X662Iml0p8w

memt
From Service Order to Network Monitoring Service

| EEZB RN
1

NSD | [

PNF

data

Use case examples
Test case training sessions


https://www.youtube.com/watch?v=X662lml0p8w

Challenges

* Understand the facility and offered services
* Training sessions

 Automation of Services
* NFV artifacts/ Service Templates
* Orchestration

* Interconnection with APIs and Services (Commercial/Open source)
e Standards

* Integration with new locations (NPNs)
* Definition of Service Parameters and KPIs
* 5G SA available in next months (orchestrated/shared slice support)

 Verticals expectations vs 5G System maturity (RAN, Core, UEs)

* Orchestration and multiple slices ( research )
* Only eMBB is available (URLLC or mMTC in future)

This project has received funding from

the EU’s Horizon 2020 research and 56 Ul““l
. R [ ]
innovation programme under grant

agreement No 815279.
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Thank you!
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