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Abstract 

This deliverable D2.1 provides a baseline specification of the 5G-DIVE solution. An overall framework 

governing the solution specification is presented first. This is then followed with detailed specification 

for each of the targeted vertical pilots, namely industry 4.0 and autonomous drones. Early evaluation  

results are also presented based on initial implementations reported in the deliverable D2.2.  
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Executive Summary 

This deliverable provides a baseline specification of the 5G-DIVE solution  for the targeted use cases in 

the Industry 4.0 (I4.0) and Autonomous Drones Scout (ADS) vertical pilots.  The main achievements of 

this deliverable include: 

1) Developed the overall design framework governing the 5G-DIVE solution including the 

underlying 5G connectivity and edge computing infrastructure  strata, and the DEEP platform 

with its three supports systems namely BASS (Business Automation Support System), DASS 

(Data Analytics  Support System), IESS (Intelligence Engine Support System). 

2) Applied the desig n framework to the targeted I4.0 use cases, namely i) digital twinning, ii) zero 

defect manufacturing (ZDM), and iii) massive machine type communications (mMTC ), 

resulting into the de sign customization for each use case. Each customized design is applied in 

the context of specific intelligence engines such as predictive maintenance in digital twinning, 

object defect detection in ZDM, and radio security for massive MTC.  

3) Applied the design framework to the targeted ADS use cases, namely i) drones fleet navigation 

and ii) intelligent image processing for Drones , resulting into the de sign customization for each 

use case. Each customized design is applied in the context of specific intelligence engines such 

as geolocation and image analytics and object detection. 

4) Where available, reported preliminary results from the ongoing implementations  of the 

specifications, such as for the 5G RAN connectivity, Zenoh -based DASS, and intelligence engine 

for radio security in massive MTC. 

 

The specification in this deliverable already served as a basis for first implementations reported in the 

deliverable D2.2. It is noteworthy that not all specifications in this deliverable are or will be 

implemented. The implementation plan is  done jointly  between WP2 and WP3. 
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1. Introduction  

5G-DIVE aims at designing and validating through experimental trials 5G-based solutions augmented 

with business automation, data analytics and intelligence deployed at the edge, for two vertical pilots, 

namely Industry 4.0 (I4.0) and Autonomous Drones Scout (ADS). The targeted use cases in I4.0 and 

ADS together with their requirements have b een defined in a previous deliverable D1.1 [12]. These 

requirements have been accounted for in D1.1 by defining a baseline architecture with focus on the 

three support strata targeted in 5G-DIVE, namely Business Automation Support Stratum (BASS), Data 

Analytics Support Stratum (DASS), and Intelligence Engine Support Stratum (IESS). 

This deliverable D2.1 builds on the work from D1.1 and targets the baseline specification of the 5G-

DIVE solution in the I4.0 and ADS use cases. This specification has already served as a basis for first 

implementations reported in an accompanying software deliverable D2.2 and will be further refined in 

line with the evolving implementations and corresponding experimental results.  The structure of this 

deliverable includes three main sections with a first section (Section 2) describing the overall solution 

design framework followed by two sections (Section 3 and Section 4) detailing the solution specification 

for each of the use cases targeted in I4.0 and ADS verticals, respectively. 

 

Section 2 presents the overall design framework for the solution targeted in 5G -DIVE. It first presents 

an overview of the solution concept and moves next to describe the different layers the 5G-DIVE 

solution is building upon. These include: 1) the 5G connectivity stratum with its RAN, Transport and 

Core; 2) the Edge infrastructure stratum including edge and fog computing nodes in line with H202 0 

5G-CORAL project; and 3) the DEEP stratum introduced by 5G-DIVE including the three support 

systems targeted namely DASS, BASS, and IESS. Section 2 serves as a common reference design 

framework for the bespoke solutions detailed in Section 3 and Section 4 for the Industry 4.0 and ADS 

use cases, respectively. 

Section 3 takes the design framework from Section 2 and applies it to the I4.0 use cases, namely i) digital 

twin ning , ii) zero-defect manufacturing , and iii) massive MTC. For each use case, Section 3 delves into 

the detailed specification starting with a mapping to the 5G -DIVE architecture from D1.1 and moving 

next to present the detailed specification of key components. Where available, some preliminary 

experimental results are also presented. 

Like Section 3, Section 4 comes next to apply the same design framework from Section 2 to the ADS use 

cases, namely i) drones fleet navigation and ii) intelligent image processing for Drones. These two use 

cases are addressed in a scenario of public safety where drones are commissioned to scout a disaster 

area utilizing intelligently suitable  communication (5G) and computing means . 

 

The conclusions from this baseline specification and the next steps are outlined in a final section 5. 

 

Appendixes are also provided at the end of this deliverable covering a range of topics including : 
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¶ Section 6: Appendix ɬ ETSI MEC Reference Architecture 

¶ Section 7: Appendix ɬ Zenoh-based Data Management 

¶ Section 8: Appendix ɬ Survey of Relevant Intelligence Techniques 

¶ Section 9: Appendix ɬ Survey of AutoAI/ML Tools  

The above appendixes provide the results of surveys and complementary information deemed of value 

for the reader to read in conjunction with the  innovation specifications in  the main body of this 

deliverable.  
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2. Solution design framework  

Figure 2-1 illustrates the overall framework of the solution targeted in 5G-DIVE. The framework 

consists of three logical layers, namely the network layer, computing layer, and intelligence layer. 

 

 

FIGURE 2-1: OVERALL SOLUTION DESIGN FRAMEWORK. 

 

The network layer is depicted using an end-to-end 5G network. 5G devices (e.g. User Equipment (UE)  

or Customer Premise Equipment (CPE)) connect via 5G NR (New Radio)  connectivity to the 5G RAN  

(Radio Access Network). The 5G RAN includes all gNBs and the CUs (Central Units) , DUs (Distributed 

Units) , RUs (Radio Units) where a gNB functional split is considered. The fronthaul network connecting 

RUs to DUs and CUs is therefore included in the 5G RAN. The backend of the 5G RAN including CUs 

and gNBs is connected through a backhaul transport network to the 5G Core. The 5G Core includes 

both options of i) a 4G EPC (Evolved Packet Core) in the non-standalone (NSA) mode, and ii) a next 

generation core in the standalone mode (SA). The 5G Core represents the egress of the 5G connection 

towards the external data network.  

The computing layer is composed of different computing tiers, namely, the central cloud, the edge 

cloud (e.g. Telco Edge) connecting to the RAN or Core and far edge (also called as Fog) capabilities 

attached to the constrained devices (e.g. UEs or CPEs). Far edge capabilities may be embedded in the 

constrained terminal devices or provisioned externally. Constrained devices may be battery-powered, 

mobile, or volatile, as compared to the traditional edge clouds connecting to the RAN or Core. The 

constrained devices can provide federated services involving more than one constrained device. 

The intelligence layer includ es telemetry, training and inference functionalities which are envisioned 

distributed across the different computing tiers. Applications and functions may be hosted anywhere 

Edge

5G Devices
(UE/CPE)

Apps or 
Functions

5G RAN 5G Core
Data 

network

Edge Cloud

Network layer

Computing layer

Intelligence layer

Constrained or mobile 
Edge devices (Far Edge)
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in the computing stratum (cloud, edge cloud or far edge devices) . These may include function s or 

application s residing inside the end-to-end 5G network or external to/over the top of the 5G network . 

In the following, we first present the 5G connectivity framework including the main three domains of 

Core, Transport and Access.  Next, the underlying edge infrastructure is presented taking reference in 

the 5G-CORAL edge and fog computing infrastructure  augmented with an enhanced edge data centre. 

The 5G-DIVE DEEP stratum follow s next with its three support systems targeted namely DASS, BASS, 

and IESS, and the framework of their use by the intelligence engines targeted. A preliminary study on 

the potential application of D istributed Ledger T echnologies (DLT)  into DEEP is also presented. 

2.1.  5G Connectivity  

5G networks are a key piece for supporting the digital transformation of the society. New foreseen 

services, not only residential ones but also enterprise services represented by vertical industry use 

cases, can demand extreme requirements in terms of data rate access or low latency, as well as a large 

number of active sessions originated by permanently connected devices. Thus, 5G services can be 

generally grouped in three main categories, namely enhanced Mobile Broadband (eMBB), ultra-

Reliable and Low Latency Communications (uRLLC),  and massive Machine Type Communications 

(mMTC). Figure 2-2 [1] graphically represents the heterogeneous requirements of these services. 

Those characteristics enable the simultaneous support of multiple types of services in different areas: 

machine communications (e.g., IoT, industrial applications, etc.), new value added services (e.g., 

telemedicine), mobile broadband at high throughput, advanced v ehicular technologies (e.g., connected 

car, drones), etc.  

 

 

FIGURE 2-2: ITU-R CATEGORIZATION OF 5G SERVICES. 

 

This section focuses on characterizing 5G-DIVE underlying 5G connectivity  including  the three key 

parts of core, transport, and access. 

Bandwidth(Mbps) Latency(us) Connections(/km2)

eMBB mMTC uRLLC
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2.1.1.  5G Core Network 

2.1.1.1.  Service-Based Architecture 

The 5G Core Network (5GC) has been specified in 3GPP with the aim to increase operational efficiency  

and support various new advanced services for industries and consumers. 5GC embraced service-

based architecture (SBA) using web-scale internet protocols like HTTPv2, cloud-native 

implementations and deployments, and network automation for service provisio ning and service 

assurance. Figure 2-3 depicts the SBA-based 5GC architecture [2]. 

 

 

FIGURE 2-3: 5G CORE SERVICE BASED ARCHITECTURE [2] .  

 

SBA provides a modular framework enabling the composition of 5GC from  different vendors. The 

control plane and common data repositor y are delivered by way of a set of interconnected Network 

%ÜÕÊÛÐÖÕÚɯȹ-%ÚȺȮɯÌÈÊÏɯÞÐÛÏɯÈÜÛÏÖÙÐáÈÛÐÖÕɯÛÖɯÈÊÊÌÚÚɯÌÈÊÏɯÖÛÏÌÙɀÚɯÚÌÙÝÐÊÌÚȭɯAll the 5GC NFs register 

themselves and subscribe to services from other NFs, or from Application Functions (AFs)  via the 

Service Based Interface (SBI). Figure 2-4 depicts the 5GC service exposure scheme where NFs expose 

through NEF (Network Exposure Function) their services to AFs and vice-versa. 
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FIGURE 2-4: NETWORK SERVICE EXPOSURE SCHEME [2] .  

 

3ÖËÈàɀÚɯƙ&"ɯ2! ɯÐÚɯÌÝÖÓÝÐÕÎɯÐÕɯÛÏÌɯËÐÙÌÊÛÐÖÕɯÖÍɯÍÐÕÌÙɯËÌÊÖÔ×ÖÚÐÛÐÖÕɯÖÍɯÛÏÌɯ-%ÚɯÐÕÛÖɯÚÔÈÓÓÌÙɯÚÜÉ-

functions providing micro services to one another, where s ome micro services may even be reused for 

different NFs and have independent life -cycle management from one another. 

2.1.1.2.  Network Slicing 

Network slicing provides an advance in service offerings, adding new service characteristics on top of 

existing service offerings, especially for industry vert icals. Aspects such as guaranteed latency, high 

throughput, isolation, etc., are made available for the verticals consuming the network, permitting 

sophisticated services to gracefully co-exist on top of the same infrastructure. 

Network slicing allows multiple virtual networks to be created on top of a common shared physical 

infrastructure where each slice is tailored to a given service profile such as eMBB, URLLC or mMTC. 

Each slice may therefore have its own network capabilities and characteristics like protocols, quality 

of service and security settings for defined business purposes of a customer. 

5GC manages the end-to-end slices configuration and deployment in accordance with  servicesɀ traffic 

characteristics and service level agreements (SLA). In particular, the  access and mobility management 

function (AMF) establishes the UE context and PDU resource allocation via slice assistance information 

(S-NSSAI) provided by  the UE. The S-NSSAI is set up per PDU session for the policy management in 

the PDU session level. This is depicted in Figure 2-5. The session management function (SMF) controls 

the user plane function (UPF) and therefore directs and redirects the service flows as required for the 

applications. 
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FIGURE 2-5: NETWORK SLICE IN 5G CORE. 

2.1.2.  5G Transport Network 

5G transport networks accommodate simultaneously a mix of different logical service typologies with 

very distinct needs on top of the same physical infrastructure. The deployment of those services, 

although expected to be gradual, stress the capabilities of existing backhaul and aggregation networks, 

requiring the evolution of the  transport networks in terms of capacity, data processing capabilities and 

even some relevant architectural changes, especially for guaranteeing very low latencies. All these 

evolutionary aspects in the transport part are accompanied by some other addition al challenges 

emerging in parallel and impacting the underlying transport segments, linked to two new technological 

paradigms: network virtualization and network programmability.  

On the one hand, virtualization, which is being adopted by the radio access solutions, presents diverse 

architectural options of protocol stack disaggregation, allowing the centralization of some of the radio 

processing functions. The original proposition of radio disaggregation was fueled by the Cloud RAN 

(C-RAN) architecture [3], promoting the disaggregation of the radio stack, which traditionally has been 

deployed in a monolithic manner within a radio base station. Such disaggregation proposes to divide 

the radio stack into parts that can be hosted and distributed along the access and aggregation segments 

of the network, leveraging on cloud computing capabilities. In this way, what was previously shipped 

as a monolithic functionality of a Radio Base Station (RBS), is now decomposed as a Radio Unit (RU) 

comprising the radio antenn a head, a Distributed Unit (DU) that performs the real time processing of 

the radio stack, and the Centralized Unit (CU) which concentrates the higher radio layer stack 

performing the non -real time processing tasks. Figure 2-6 illustrates these three components. Such 
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architecture leverages on virtualization of the architectural components leading to what is called the 

virtual RAN (vRAN) approach.  

 

 

FIGURE 2-6: RADIO FUNCTIONAL SPLIT COMPONENTS.  

 

The programmability of the network facilitates an easier reconfiguration of the transport substrate, 

making possible the automation of operations in the network and its integration with intelligent 

mechanisms of management and control, including autonomic AI -driven network automation.  The 

interplay of virtualization and programmability permits to go a step further enabling the partition and 

allocation of virtual resources for a specific service purpose, in an isolated manner, facilitating to 

accommodate the available resources for different needs along the time, in a flexible and automated 

manner. This concept is also referred as network slicing.  These paradigms, if implemented properly, 

have the potential of enabling the generation of important economic efficiencies in terms of CapEx and 

OpEx for service providers, as well as enabling new service offerings, especially for vertical industries, 

as mentioned before. 

2.1.2.1.  Transport Network Scenarios and Requirements 

The radio software stack, once disaggregated, can be deployed either on purpose-built devices or on 

x86 COTS servers. Certainly, the latter can provide more flexibility in the instantiation and update of 

functionalities and features in the aggregation network, so getting traction in the industry as a more 

efficient mean of network roll -out.  

The lower part of the radio protocol stack, focused on real-time processing tasks, is deployed in the 

proximity of the radio antennas reducing the energy consumption and size. Complementary to that, 

the upper part, dedicated to non -real time processing, is concentrated and located in a central point of 

the network, providing a more efficient utilization of the baseband processing resources.  

Four different scenarios can be foreseen depending on the separation of RU, DU and CU: 

1. Full integration of RU, DU and CU: this case corresponds to the conventional backhaul. 

2. RU and DU integrated: the RU is deployed in proximity to the DU and no transport equipment 

is needed among them. In this case, there are midhaul (between DU and CU) and backhaul 

networks (from the CU). 

3. DU co-located with CU: the RU is distant from the DU/CU, existing fronthaul transport 

infrastructure, and also backhaul from the CU.  
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4. Full separation of RU, DU and CU: in this scenario, there are fronthaul, midhaul and backhaul 

network segments. 

The distinct alternatives of functional split of the radio stack impose different requirements on the 

transport side. The lower the split, the higher is the throughput required, depending on factors such as 

the number of antennas, MIMO layers, etc. In terms of latency (and jitter), the more stringent 

requirements also correspond to low layer splits, which can be as low as tens to several hundreds of 

microseconds. Table 2-1 from  [4] summarizes some of these requirements1. 

 

TABLE 2-1: TRANSPORT NETWORK REQUIREMENTS DEPENDING ON THE FUNCTIONAL SPLIT. 

Protocol Split 

option  

Required bandwidth  Max. allowed one 

way latency [ms]  

Comment 

.×ÛÐÖÕɯƕ [#+ȯ 4Gb/s] 

[4+ȯ 3Gb/s] 

[ƕƔÔÚ]  

.×ÛÐÖÕɯƖ [DL: 4016Mb/s] 

[4+ȯ3024 Mb/s] ɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯɯ 

[ƕȭƙȃƕƔÔÚ] [16Mbps for 

DL and 

24Mbps for UL 

is assumed as 

signalling  

.×ÛÐÖÕɯƗ [lower than option 2 for 

UL/DL ] 

[ƕȭƙȃƕƔÔÚ]  

.×ÛÐÖÕɯƘ [DL:4000Mb/s] 

[UL:3000Mb/s] 

[approximate 

100us] 

 

.×ÛÐÖÕɯƙ [DL: 4000Mb/s] 

[UL: 3000 Mb/s] 

[hundreds of 

microseconds] 

 

.×ÛÐÖÕɯƚ [DL: 4133Mb/s]   

[UL:5640 Mb/s] 

[250us] [133Mbps for 

DL is assumed 

as scheduling/ 

control 

signalling.  

2640Mbps for 

UL is assumed 

as UL-PHY 

response to 

schedule] 

.×ÛÐÖÕɯƛÈ [DL:10.1~22.2Gb/s] 

[UL:16.6~21.6Gb/s] 

[250us] [713.9Mbps for 

DL and 

120Mbps for 

UL is assumed 

 

 

 

1 Calculation done according to the following parametrization : 

Channel Bandwidth: [100MHz(DL/UL)]  

Modulation: [256QAM(DL/UL)]  

Number of MIMO layer: [8(DL/UL)]  

IQ bitwidth: [2*(7~16)bit(DL), 2*(10~16)bit(UL)] for Options 7a, 7b and 7c, and [2*16bit(DL/UL)] for Option 8  

Number of  antenna  port: [32(DL/UL)] for Options 7b, 7c(UL) and 8  
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as  MAC 

information]  

.×ÛÐÖÕɯƛÉ [DL:37.8~86.1Gb/s] 

[UL:53.8~86.1 Gb/s]  

[250us] [121Mbps for 

DL and 

80Mbps for UL 

is assumed as  

MAC 

information]  

.×ÛÐÖÕɯƛÊ [DL:10.1~22.2Gb/s] 

[UL:53.8~86.1Gb/s] 

[250us]  

.×ÛÐÖÕɯƜ [DL:157.3Gb/s] 

[UL: 157.3Gb/s] 

[250us]  

 

The virtualization trend also applies to the mobile packet core entities. Through virtualization, entities 

of the mobile packet core can be instantiated in different locations (e.g., edge nodes, central cloud, etc) 

allowing to adapt the deployment for each  of the aforementioned services. For instance, some mMTC 

services could not require the support of mobility management at all, allowing for a very extreme 

centralization of the deployment. Other kind of services, such as uRLLC services, could require very 

extreme latency reduction pushing for a very capillary distribution of the core entities. This versatility 

implies the necessity of establishing in an easy way multiple paths in the network simultaneously, with 

different transport needs associated (e.g., need for traffic engineering) to them and for several different 

locations, pushing for the need of programmability. If we additionally consider the potential 

coexistence of different access technologies, like 3G and 4G together with 5G, then the existing transport 

network should be able to carry multiple and different logical interfaces for the mobile service, as 

shown in Figure 2-7. 

 

FIGURE 2-7: MULTIPLE LOGICAL MOBILE NETWORK INTERFACES SUPPORT.  
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2.1.2.2.  Transport Network Slicing  

A key component of the end-to-end network slicing is precisely the slicing of the transport network 

which provides the necessary connectivity to  the elements and functions constituting the final end -to-

end communication service. Thus, the transport network is an essential component in the end-to-end 

delivery of services and, consequently, it is necessary to define the mechanisms in which the transport 

network is consumed as a slice. 

There is an on-going activity in IETF to define the scope of transport slicing [5]. From an operator 

perspective, it is important to understand what the attributes to be supported in the northbound 

interface (NBI) are. In this respect, taking as the starting point the developments in GSMA and 3GPP 

with respect to the definition of network slices, there is an on -going effort on identifying what of those 

characteristics impact the transport network [6]. Through such NBI, as shown in Figure 2-8, the TSC 

(Transport Slice Controller) will be integrated with external entities, such as 3GPP Management 

Systems, requesting such kind of slices.  

 

 

FIGURE 2-8: INTERACTION OF 3GPP MANAGEMENT SYSTEM WITH IETF TRANSPORT SLICE CONTROLLER. 

 

It should be noted that the concept of TSC does not imply the existence of a separate entity at transport 

level. It is just a functional characterization of the entity that is required to support transport slices. 

Transport slicing should be integrated in a smooth manner with the existing network programmable 

capabilities in carrier networks. One potential example is the SDN architecture defined by Telefónica 

[7]. A possible integration is illustrated  in Figure 2-9. 
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FIGURE 2-9: POTENTIAL POSITIONING OF TRANSPORT SLICE CONTROLLER FUNCTIONALITY WITHIN SDTN 
ARCHITECTURE. 

2.1.3.  B5G Radio Access Network 

Here, we focus on the RAN part of 5G connectivity. In the following, we will first give an overview 

regarding 5G RAN (especially on air -interface) key features in section 2.1.3.1. A deployment example 

for  the Industry 4.0 pilot in 5G -DIVE is described in section 2.1.3.2. Then section 2.1.3.3 presents the lab 

measurement results obtained in 5G-DIVE regarding latency and peak throughput.  

2.1.3.1.  Overview 

The first release of the 3GPP 5G NR radio-access technology [8] was specified in 2018. The spectrum 

range supported by 5G is extended up to 52.6 GHz from around 3.5 GHz in 4G. New spectrum offers 

much more bandwidth to support the ever -increasing high traffic volumes in 5G era and enable much 

higher end-user data rate. Two frequency ranges, i.e. FR1 (450 MHz ɬ 7.125 GHz, referred also as sub-

6GHz including both low -band and mid -band) and FR2 (24.25 GHz ɬ 52.6 GHz, referred to as mmWave 

band), are supported with flexible OFDM numerology. For example, higher subcarrier spacing, e.g. 120 

kHz, is used for mmW ave, while 15 kHz is used for low -band and 30 kHz is used for mid -band. The 

maximum carrier bandwidths supported are for subcarrier spacings of 15/30/60/120 kHz are 

50/100/200/400 MHz, respectively. Even larger bandwidth can be supported by carrier aggregation. 

Massive MIMO is another key 5G feature to improve the system performance with a large number of 

antenna elements. The size of antenna elements operating on higher frequency bands are smaller 

following the theory of physics. Using more antennas becomes feasible without increasing too much 

the size of the overall antenna system. For example, in mid-band, advanced antenna system with 32/64 

antenna elements are usually deployed in dense urban areas to boost cell capacity and spectrum 

efficiency with SU -MI MO and MU -MIMO, while mmWave radios usually have 256 or 512 antenna 

elements to counter the increased path losses in high band frequencies by forming narrow beams 

towards UEs. Furthermore, the system design of 5G is beam-centric, in which all channels and signals 
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including synchronization and control channels are designed to support beamforming. UEs are 

required to support more MIMO layers, e.g. supporting 4 layers in DL and 2 layers in UL, which further 

increases the data rate.  

5G also features with low l atency, which is especially important to some new vertical use cases such as 

factory automation. First, thanks to the flexible numerology, higher subcarrier spacing results in shorter 

slot duration and therefore reduce the latency. Second, to further reduce latency, several new MAC 

(medium access control) and PHY (physical layer) features are specified in 5G, enabling new 

capabilities such as faster scheduling, smaller transmissions (mini slots), repetitions, faster 

retransmissions, pre-emption and packet duplication. For use cases requiring high reliability, these new 

features also provide the tools to manage the trade-off between latency, reliability  and capacity. High 

reliability of a packet can be achieved by using very low code rate, achieving very low packet error rate 

with very low data rate. However, if the latency requirement allows for a few retransmissions, less 

robust code rate can be used to achieve higher data rate. In addition, multi-antenna, carrier aggregation 

(CA) and dual connectivity (DC) can be used to improve the transmission reliability.  

 

Ultra -lean air-interface design in 5G has significantly reduced always-on transmissions, such as 

reference signal transmissions, system information broadcast etc. For example, cell reference signal 

(CRS) which is transmitted all the time in 4G is removed in 5G, while the demodulation reference 

signals (DMRS) are only transmitted when there is a data transmission. Several procedures, such as cell 

search and random access, have also been redesigned to adapt for this change. Furthermore, 

minimizing the always -on transmissions creates more opportunities for base stations to save energy, 

paving the way to a more energy-efficient network to achieve energy consumption scaled with traffic 

demand dynamically.  

 

Given these key features of 5G RAN briefly described above, 5G radio technologies bring significant 

improvements against 4G, in the areas of spectrum efficiency, system capacity, lower latency, higher 

reliability, energy consumption, scalability and flexibil ity. There are other advancement areas of 5G, 

such as dynamic spectrum sharing (DSS), integrated access backhauling (IAB) for mmWave, NR for 

unlicensed spectrum (NR-U), V2X etc.  More details can be referred to in [8][9][10] and the references 

therein.  

2.1.3.2.  Deployment example: indoor radio system for Industry 4.0 

The use cases of Industry 4.0 take place mostly indoors, like in factory plants, warehouses etc. Indoor 

radio systems like Ericsson Radio Dot System (RDS) [11] are suitable to such scenarios, which are 

specially designed to fulfil the requirements of indoor environment.  

 ÚɯÈÕɯÌßÈÔ×ÓÌȮɯÞÌɯ×ÙÌÚÌÕÛɯÔÖÙÌɯËÌÛÈÐÓÚɯÖÍɯ$ÙÐÊÚÚÖÕɯ1#2ȮɯÞÏÐÊÏɯÐÚɯÛÏÌɯÞÖÙÓËɀÚɯÚÔÈÓÓÌÚÛȮɯÓÐÎÏÛÌÚÛȮɯ 

and highest performing 5G mid - band small cell indoor radio, making simple and flexible deployment. 

It will be used for 5G -DIVE Industry 4.0 trials in Taiwan. As shown in  Figure 2-10, RDS is comprised 

of the following 3 parts.  

¶ Radio Dot: it is like an active antenna unit, featuring with a small form -factor, light weight, low 

power consumption and elegant design, supporting  easy installation, e.g. on ceiling and on 
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walls. Radio Dots are remotely powered over the standard LAN cable with PoE (Power over 

Ethernet) technology. Radio signal are compressed with advanced algorithms, supporting 800 

MHz total bandwidth over one link of 10 Gigabit Ethernet.  

¶ Indoor radio unit (IRU): IRU acts as a radio aggregator, which aggregates multiple Radio Dots 

as one cell. Thereby, UEs within the coverage of one IRU have seamless mobility between Radio 

Dots. The seamless mobility feature can be even extended to multiple IRUs.  

¶ Digital unit (DU): DU is also refers as baseband unit (BBU), which performs the baseband 

processing. DU and IRU can be co-located or located at a separate location. When they are not 

co-located, they are connected via fiber links. DU runs the same Ericsson baseband software as 

used for macro base stations, bringing the same high performance and feature support to 

indoors.  

  

 

FIGURE 2-10: ILLUSTRATION OF ERICSSON RADIO DOT SYSTEM.  

 

The new sub-6GHz 5G bands (e.g. 3.5 GHz, 4.9 GHz) are higher than the existing 4G bands (e.g. 2.1 

GHz, 2.3 GHz). From propagation point of view, the pathloss of higher frequency bands are higher, 

which can cause smaller coverage. However, in 5G RDS design, the additional pathlosses are well 

compensated by increased transmit power and increased number of antennas. As shown by the 

simulation results in Figure 2-11, 5G RDS at 3.5 GHz with 4T4R and 100 MHz bandwidth achieves the 

same coverage as 4G RDS at 2.3 GHz with 2T2R and 20 MHz bandwidth, where the Radio Dots are 

deployed at the same locations. With the same coverage, 5G RDS can achieve much higher data rate 

thanks to a wider carrier bandwidth and more MIMO branches used.  
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FIGURE 2-11: SIMULATION RESULTS OF A TYPICAL INDOOR SCENARIO.  

2.1.3.3.  Lab testbed and measurement results  

A lab testbed has been built in Ericsson Research lab in Kista, Sweden. The testbed currently supports 

5G NSA with 5G NR on n78 band (i.e. 3.5 GHz) and 4G LTE on B3 band (i.e. 1800 MHz). The setup is 

based on Ericsson RDS consisting of Radio Dots, IRU, BBU (DU) and 5G EPC, as shown in Figure 2-12. 

Two RDS chains are used to support 5G NR and 4G LTE at the same time for NSA, where user plane 

goes through 5G NR and control plane is done via 4G LTE. The 5G EPC used in the lab setup is a remote 

Core deployed at a different location from the RDS and BBU setup with a dedicated fiber link in 

between. This will be replaced with a local Core co-located with other equipment in later stage for 

Taiwan field trial. Furthermore, the system is planned to be upgraded to 5GC with support to SA 

deployment. The UE used is a 5G CPE from Wiston NeWeb Corporation (WNC) supporting NSA. It is 

ÉÈÚÌËɯÖÕɯ0ÜÈÓÊÖÔÔɀÚɯ2ÕÈ×ËÙÈÎÖÕɯ2ƙƔɯƙ&ɯmodem. In the next step, we plan to order new WNC SKM -

5X CPEs with a newer S55 5G modem supporting SA and 2x2 MIMO in UL. 
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FIGURE 2-12: ILLUSTRATION OF LAB SETUP.  

Lab measurements have been performed to compare the performances between 5G NR and 4G LTE. In 

the measurements, 5G NR is TDD having 100 MHz bandwidth with 4x4 MIMO in downlink and 4x1 

MISO in uplink, while LTE is FDD having 20 MHz bandwidth with 2x2 MIMO in both downlink and 

uplink.  

Table 2-2 shows the measured round-trip time (RTT) results. It shows that the latency of 5G NR is much 

shorter than 4G LTE. For example, the maximum RTT for pinging from server to UE is reduced from 

35.7 ms to 15.9 ms by 55%. The main contributor for the RTT reduction is the numerology of 30 KHz 

subcarrier spacing, which is twice of 15 kHz used in LTE and thus results in a short slot, only a half slot 

time of 4G. 

Table 2-3 shows the measured peak throughputs. In DL, the throughput of 5G NR is more than 10 times 

better than 4G LTE, mainly due to 5 times increased bandwidth and 2 times more MIMO layers. In UL, 

the improvement is smaller because TDD DL/UL pattern alwa ys allocates more resources to DL and 

ÛÏÌɯ4$ɯÊÜÙÙÌÕÛÓàɯÜÚÌËɯËÖÌÚÕɀÛɯÚÜ××ÖÙÛɯƖßƖɯ,(,.ȭɯ(ÛɯÐÚɯÌß×ÌÊÛÌËɯÛÖɯÈÊÏÐÌÝÌɯËÖÜÉÓÌËɯ×ÌÈÒɯÛÏÙÖÜÎÏ×ÜÛɯ

with the new CPE supporting 2x2 MIMO.  

In the experiment, the LTE mode used was 20 MHz FDD. This mode has 20 MHz dedicated for UL 

transmission. NR mode used was 100 MHz TDD. The TDD pattern is 3:1 for DL to UL ratio. Effectively, 

it is around 25 MHz bandwidth for UL if other overhead is not considered. The UE used in the 

experiment only supports SISO (1T4R) and 64-QAM. In th ese conditions, it is reasonable that LTE and 

NR UL throughputs are similar in this case , and that is reflected in the table. When carrier aggregation 

is used between NR and LTE, the peak throughput is around 100 Mbps, although this was not 

measured. The 5G system is expected to be upgraded to SA at a later point in time . With new UEs 

supporting 2T4R, 2-layer UL MIMO can also be supported. With 2 layers (and maybe also 256-QAM), 

the peak throughput is expected to be increased to more than 100 Mbps. 
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TABLE 2-2: PING RTT RESULTS.  

  
MIN (ms)  AVG (ms)  MAX (ms)  MEDIAN (ms)  

5G NR 
UE -> Server 7.96 10.85 23.5 9.65 

Server -> UE 7.96 9.67 15.9 9.03 

 
     

4G LTE 
UE -> Server 19.4 25.28 36.9 25 

Server -> UE 18.4 24.38 35.7 23.8 

 

TABLE 2-3: PEAK THROUGHPUT RESULTS.  

 
Uplink (Mbps)  Downlink (Mbps)  

5G NR 53 1268 

4G LTE 46 96 

 

2.2.  Edge Infrastructure  

The 5G-DIVE solution uses Edge Computing Infrastructure enabling support for an end -to-end 

Platform -as-a-Service (PaaS) service model. This approach allows verticals to develop, run, and manage 

applications and services without the complexity of building and maintaining the infras tructure 

typically associated with the delivery of the application.  As presented in 5G-DIVE deliverable D1.1 [12], 

this is particularly relevant given the heterogeneous and distributed nature of edge and fog 

environment. It is therefore of paramount importance to provide the necessary tools for a streamli ned 

and flexible management, thus concealing the underlying PaaS complexity.  

The Customer Provided Equipment (CPE) used for the Industry 4.0 pilots are commercial ones.  For 

the first year validation at the 5TONIC lab, we use d 4G and 5G CPEs because the robotic arm does not 

have a 4G/5G interface. So, the robotic arm is connected via Ethernet to two CPEs that provide 

connectivity towards the 4G and 5G networks available at 5TONIC. In particular, for 4G router was the 

'ÜÈÞÌÐɀÚɯ!ƗƕƙÚ-22 [45], while for the 5G we used the 5G CPE PRO Baloong 5000 from Huawei [46].  

2.2.1.  Reference 5G-CORAL Architecture 

5G-DIVE edge infrastructure builds on the H2020 EU-Taiwan 5G-CORAL project. The reference 5G-

CORAL architecture specified in [13] is based on ETSI NFV [14] and ETSI MEC [15] frameworks and is 

composed of two major building blo cks, namely the Edge and Fog Computing System (EFS) and the 

Orchestration and Control System (OCS). This is depicted in Figure 2-13. 
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FIGURE 2-13:  5G-CORAL SYSTEM ARCHITECTURE.  

2.2.1.1.  Edge and Fog Computing System 

The EFS is composed of a set of Edge and Fog resources that belong to a single organisation, thus it 

represents a single administrative domain. Inside an EFS, apart from the aforementioned resources, 

software components are present including  the Service Platform, Functions and Applications. Such 

components run on top of the EFS resources leveraging virtualisation for decoupling, isolation, and 

density. 

While the overall EFS architecture is compliant with ETSI MEC-in-NFV [15], it introduces a 

differentiation between user -plane applications and network functions. EFS Applications map to ME C 

Apps in the ETSI MEC framework, while EFS Functions map to VNF in the ETSI N FV framework. 

Examples of EFS Apps include  web servers and application backend, while examples of EFS Functions 

include  Firewalls, DNS Servers, etc.  On the other hand, the EFS Service Platform is analogue to the 

MEC Platform, thus providing an environment  for Applications and Services to discover, communicate 

and store relevant information.   

2.2.1.2.  Orchestration and Control System 

The OCS provides orchestration, management and control over one or more EFSs. It comprises an EFS 

Orchestrator, for both applications and resources, an EFS manager for both Service Platform and 

Application/Functions, and Virtual Infrastructure Managers (VIMs).  

Such components are designed to support heterogeneity and dynamicity in the resources and 

applications. The EFS stack orchestrator provides orchestration, validation and control functionalities 

for the software components of a given EFS, while the EFS resource orchestrator keeps track of resource 
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utilisation and allocation for a given EFS. The Service Platform manager provides configuration and 

management capabilities to a specified EFS Platform, which comprises verification of running 

App/Func or registration of new services and the platform lifecycle management. The App/Func 

manager provide s the possibility to manage single applic ations and functions inside a given EFS, 

including lifecycle management.  

The VIM comprises functionalities that are used to manage the virtualisation infrastructure and 

provide virtual resources to service platform, applications and functions. Multiple VIM s may be 

deployed to control and manage different virtualisation substrates (e.g. VMs and Containers) as well 

as different administrative domains.  

2.2.2.  Enhanced Edge with OPTUNS 

5G-DIVE project aims at taking advantage of an enhanced edge infrastructure (OPTUNS) available to 

the project through the work of NCTU partner. OPTUNS (optical tunnel network system ) is an Edge 

Data Center (EDC) network architecture and prototype testbed d esigned to deliver massive bandwidth 

and ultralow latency [16] for 5G edge cloud. OPTUNS consists of a set of optical switching subsystems 

that operate collectively to interconnect racks of servers/storage systems by means of wavelength-based 

optical tunnels. These optical tunnels are proactively governed by an SDN-based intelligent tunnel 

control system resulting in a continuous availability of  optical tunnels. OPTUN S boasts five significant 

features that are crucial to meeting the needs of a 5G edge cloud. They include scalable/modular 

architecture, massive wavelength reuse (yielding high bandwidth), proactive optical tunnel control 

(yielding ultralow latency), fault  tolerance, and high energy efficiency. These are five features that 

OPTUNS can provide which are not always prevalent in existing cloud data center network (DCN). 

Existing cloud DCN s employ the use of electrical spine-leaf data center (ESDLC) to deliver ultralow 

latency and high bandwidth requirement of an edge cloud. However, experiment results showed that 

ESDLC is incapable of meeting the aforementioned demands for an edge cloud. Specifically, under 

load ȁƔȭƜƙɯ[17], an ESDLC exhibits overloaded phenomena at a few leaf/spine switch ports, while others 

remain underloaded.  

OPTUNS presents itself as a promising DCN solution to support for the rising needs of compute 

intensive vertical applications. One crucial feature of OPTUNS is that it is able to provide for a high 

bandwidth and ultralow latency communication network betwe en rack-to-rack and server-to-server 

via wavelength reuse in optical tunnels  [17]. These features are key in supporting for vertical 

applications that require high bandwidth and intensive computations.  Operations such as video 

processing and artificial intelligence model training  in 5G-DIVE use cases require high bandwidth for 

video transmission and computational power for training complex models. Furthermore, OPTUNS 

enables ultra low latency between servers for distributed computing processes across all available 

computing nodes in the EDC. 
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2.3.  DEEP design framework 

This section presents 5G-DIVE DEEP suite of support systems including DASS, BASS, and IESS. It also 

presents a few intelligence engines that have been developed in the first year of 5G-DIVE. Preliminary 

considerations to the application of distributed ledger technologies  in 5G-DIVE solution  are also briefly 

presented here. 

2.3.1.  Data Analytics Support System 

2.3.1.1.  DASS Architecture   

The DASS architecture was initially presented in D1.1 [12] is composed of three main building blocks , 

the data dispatcher, the data pre-processing, and the data storage, as depicted in Figure 2-14. 

 

FIGURE 2-14: DASS ARCHITECTURE.  

 

The data dispatcher functionality implements a networking layer capable of running above a Data Link, 

Network or Transport Layer. This provides primitives for efficient pub/sub and distributed queries. It 

supports fragmentation and ordered reliable delivery. The data dispatcher has been the primary focus 

of the work carried out during the first reporting period. The data dispatcher is implemented by the 

Zenoh.net layer, whose motivation, concept, architecture and design are detailed in Appendix 8. 

The data pre-processing and data storage functionalities provide a high -level API for pub/sub and 

distributed queries, da ta representation transcoding, an implementation of geo-distributed storage and 






































































































































































































