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Evolution of operator’'s networks




Network evolution

Yesterday Tomorrow

vGateway/vOLT

DSLAM/CPE
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\_VendorX | | VendorY Il Vendorz )% Vendor Q A Vendor agnostic
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COTS = standard IT (x86) platforms
- = Proprietary software and hardware Standard interfaces and protocols between layers

- = Open/proprietary software running on COTS
[:] = Open/proprietary software only
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Target scenario
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(software defined, NFV)
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(*) llustrative, since final VNFs deployed wil
depend on a natural selection processes

regarding traffic and digital world evolution ancl g)
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Capillarity, Capacity,
Mobility support

Data Plane NFs

—

Fecouping -

OS + Hypervisor
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COTS HW

SDN Switching

FTTx

Local Points of Preserice

Manage users and sessions,
Managed local services

Co

ntrol Plane NFs

—

Switching,
Transport

OS + Hypervisor
COTS HW

SDN Switching

must be Distributed : can be Centralised
LOCAL PoPs | REGIONAL DATA CENTRES
| CDN (*) | | Video (*) | : | SDP () | | NGIN (*) | Service
P-CSCF Security 1 | IMS (%) | | SRVCC | Domain
SIPGW | BNG (*) | | PE (%) | I | DHCP (*) | | MME (*) | | PCRF () |
@l 1PV Network
DPI (*) | CGNAT | | Router | 1 | DNS () | | DRA () | | SPR (*) | Bl
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HW and SW I HW and SW

Infrastructure
Domain

Core Regional Data
Centres

Control functions,
Managed regional services
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Slice N
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Cloudification approach

Current Network

CORE NETWORK

CUSTOMERS

Velefonica

~ 7k COs
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Tierd DCs Tierd DCs

IT TOWARDS THE EDGE

CENTRAL DATACENTERS

~3.000 COs
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The Cloud, Edge and Fog
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Networking the Cloud




UNICA: Telefonica Network Virtualization Program

Telefonica UNICA is the foundation of our NFV strategy and can be described as a Telco Cloud

architecture allowing hosting and deployment of network components in an automatized fashion

- UNICA Architecture -
Open: modular, multi-vendor, standard,

evolvable

loud based: Elastic, Multi site, Multi Vim,
ulti Tenant

elco Grade: Secured, High availability,
igh performance

Efficient: Automatized deployment and network
connectivity through SDN
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Different worlds requiring to work together

Coverage Dynamic
Routing
Spine
= il s —

termination

. Wide Area Network Data Center
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Just connecting A to B, right?

Physical
view
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Just connecting A to B, right? @ «wewwes
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main DCs,
geo-redundant
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Intra-DC connectivity services in the CO

* VXLAN to transport any type of intra-DC
traffic, removing the role of DC-GW and
using Leaf Switches as the only end-points

End-point  End-point
1 2

Proposal for

UNIC@CO

VXLAN tunnel VXLAN tunnel
L.2 VirtlO SR-I0OV Multi-segment Multi-segment
services
SR-IOV SR-IOV Multi-segment Multi-segment
VirtlO VirtlO VXLAN tunnel VXLAN tunnel
. Multi-segment .
L_3 VirtlO SR-IOV via DC.GW Multi-segment
services
Multi-segment .
SR-IOV SR-IOV via DC-GW Multi-segment
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Example: HL-4

L3 service between
VirtlO and SR-IOV ports

LEAF

COMPUTE

LEAFS
VM ) VM (e

SR-IO virtlo' o & VLAN

COMPUTES smmn \/XLAN
MAIN ADVANTAGES
« Harmonization the intra- e
DC connectivity services
R ’[\rl]% ED/X)Y (\;vv?/rkload passing s@“ T —



Inter-DC connectivity services™ at the

CO

Overlay solution

UNIC@CO DCI: extend the
connectivity services that
are already implemented
for intra-DC connectivity (E-
VPN over VxLAN) > VPN
stitching at DC-GW

Internet connection:
E-VPN over VxLAN

Overlay solutions
supported on top of a few
MPLS VPNs from the
network

Velefonica

FUSION

L2/L3 VPN
=<

COMPUTE

o

E-VPN over
VXLAN end points

COMPUTE
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* Both options are valid; it will up to
OpCo’s to deploy one or the other
according to their specific needs

Non overlay solution

Main non overlay solutions
are based on extending the
MPLS towards the DC-GW.
This can be achieved using
multiple protocols:

Inter-AS
L-BGP

Apart from specific needs
from some OpCo’s, the
extension of MPLS to the
fabric might be of particular
interest for VNFs like vBNG,
VvPE, etc.

Need for direct connectivity
can be further studied

In the long-term, solutions

. . OMPUT OMPU
like Segment Routing SRMTE SNSUTE
E-BGP signaled
. MPLS VPN end points
RECONNECT

O E-VPN over VXLAN
end points



Btenlassll
One step beyond & ° .

« Effective chaining is the

very next step ) S @ ®

* Alternatives: SFC based P

VXLAN: D-IP VXLAN: D-IP

NSH: SPI: 10, 812 NSH: SP: 10, SE1
on NSH or SRv6 e o
C2: Application (2: Application

e Support in the DC - -

Source: T. Nadeau, K. Gray, “SDN: Software Defined Networks”, O’Really 2013
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Source: Intel White paper, “HCL Segment Routing Over IPv6 Acceleration

Using Intel® FPGA Programmable Acceleration Card N3000”, 2019



Cloudifying the Network




Deployments will depend on the country

[ Need to leverage on third party infrastructures for e2e service ]
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Main Central Office
Core Central Office
Big Datacenter

RLIEE T I )

Multi-domain
perimeter
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Regional Site |
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ﬁﬁ Mci?le Mi\"e A A ;. ] ; Access Site
Fixed Vobile . AR A Mobile Radio Site
Fixed Mobile Customer Site
Enhanced Mobile Broadband (eMBB) Ultra Reliable Low Latency Communication (urLLC) Machine-Type Communication (MTC)
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Extending the reach

_ Potential Federation Scope
Today Tomorrow

VNF VNF

Central datacenter Access cloud 6 Aggregation cloud (Q) Central datacenter Public cloud

Single data center with Automated and Optimized Workload placement across Distributed Data
semi-automated Centers in a multi domain, multi technology and multi vendor
operations environment

Orchestration, Assurance & Analytics are essential to support a hybrid network that is increasingly becoming
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Typical latencies in transport network

Avg device latency ~ 36 us
one hop, no congestion

]
Transmission latency ~ 5 ps/km Typical RTT latencies for
] ] ] one hop between routers
m—— —— — distant 50 /100 Km can be
bounded by 1 ms per router
Serialization delay < 12 ps

time in putting the packet on the line
1 Gbps line speed, 1500 bytes datagram = 12 us

Additional latencies have to be considered for e2e service characterization

« Latency due to the access technology (interleaving, protection schemes, maximum bandwidth, etc)
« Latency due to data plane processing (PGW, coding, BRAS, etc)

« Latency due to service platforms (DNS lookup, etc)

Velefonica
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Extract from 3GPP, “Service requirements for next generation new services and
markets,” TS 22.261

Scenario End-to-end Jitter Traffic density
latency

Discrete 1 ms 1 us 1 Tbps/km?
automation —
motion control
Discrete 10 ms 100 us 1 Tbps/km?
automation
Process automation 50 ms 20 ms 100 Gbps/km?
— remote control
Process automation 50 ms 20 ms 10 Gbps/km?
— monitoring
Electricity 25 ms 25 ms 10 Gbps/km?
distribution —
medium voltage
Electricity 5ms 1 ms 100 Gbps/km?
distribution — high
voltage
Intelligent transport 10 ms 20 ms 10 Gbps/km?
systems/
infrastructure
backhaul
Tactile interaction 0,5 ms TBC [Low]
Remote control [S ms] TBC [Low]
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Cloud-Network slicing




5G + Cloudification = Slicing

WEMEE. WMATC SURLLC e2e Service Orchestr & Management System

Orchestr & Management
System

'y F

Bandwidth{Mbps) Latency(us) Connections(/km2)

Network — Slice ]

(t=1)

-ao-@

Access NFVI 'édjga NFVI .
Vs Tranmpor Nehwork —y j Transport Network
Slicing Slicing
» Tree strucuture — Per-service Structure Internet

« Static nature — Dynamic nature
» Separated management per segment — Unified orchestration
Yelefonica  « Single domain — Multi-domain 23
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Cloud-Network coordination: ex., 5G
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Taking action




necos
................................................................. =/
NECOS system
IJ: l v
IS
) MEC | . TelcoCloud | _____ Core cloud
i
o
P —
o)
5 Ji \ T T
i eNBs JJI \ LA External
services
aggregation sites main central offices

Axis for federation
< > Slice as a Service

Slice as a Service as deployment model, grouping of resources managed as a whole,
that can accommodate service components, independent of other slices.

Embedded methods for an optimal allocation of resources to slices in the cloud and
networking infrastructure, to respond to the dynamic changes of the various service
demands.

Lightweight principle, in terms of small footprint components deployable on large

number of small network and cloud devices at the edges of the network
M 26 - RECONNECT

(*) http://www.h2020-necos.eu/



Slicing Models & Approaches "&

| - . necos
Business (Application & Service)
plane
T =
Ol —@|le- Application Services OZ
Vo RoUeR 3. | Service-based Slicing [3]
/ gy |
/[ - oo ﬂ E [Service Slice aa$]
.............................. Network Service Orchestration |« = = = s = s s s s s s s 2 s s s s s s 8 s s s = = = =
? MANO-based Slicing [2]
> | [NFVaa$]
§. VIM-dependent Slicing [1]
] [Resource Slice aaS]
g VIM-independent Slicing [0]
Compute = | (“Bare-metal”)
Resources | | 5° [Infrastructure Slice aaS]
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Project Mission €~

SGDIVE
Targets end-to-end 5G trials aimed at proving the technical merits and

business value proposition of 5G technologies

Networking, Computing, [ —Lig

Storage capabilities shift
—

S~ ] Cloud,
- Context information Central DC
- Network optimization | —— —

Mission: Design, validate
%@)\/ Integrated and verify an intelligent
/ Edge/Fog . :
5G solution that integrates
fep iy . 5G connectivity with edge
- Diferition gt sl 7\ T~ and f()g Computing (and

R | - Virtualized RAN functions . . e
6 BV~ mui RaT coordination intelligence residing on
- Low latency applications
: Fog ——| - Analytics and data services

Fo

P
- Edge/Fog integration

| il e this new distributed edge)
w FOgUS?r\-.. J
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Solution Building Blocks

SGDIVE

~

(1) EFS: hosting all proposed virtualized functions, services, and applications

(2) OCS: managing and controlling the EFS, and its interworking with other domains

J

(3) DEEP: sup!oor’rlng vertical industries in day-by-day ope.rq’rlons, management, and automation of
businesses processes on-top of an edge and fog infrastructure.

~

N Operation Support System Business Support System

Vertical industries systems )

Infrastructure and platform systems

-eececenecccaan

Business Automation
Support Stratum
. &
&V &
N &o@ <<r 0@

e
@ &

v o
w Q,z;@ & \&% / BFS Orchestrator

C,\)QQ QQQA
EFS: Edge and Fog computing System w EFS Manager
=98 06 COMPLITINg Sy 5G-DIVE Elastic Edge Platform (DEEP) g

OCS: Orchestration and Control System .

| |
DEEP: 5G-DIVE Elastic Edge Platform EFS Functionl ‘ VIM

Jelefonica EFS 0cs
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Concluding remarks




Data Plane NFs Control Plane NFs

B aCk to th e futu re must be Distributed : can be Centralised
LOCAL PoPs | REGIONAL DATA CENTRES
|
| CDN (*) | | Video (*) | | | SDP () | | NGIN (*) | Service
FU N CTION P-CSCF Security 1 | IMS (%) | | SRVCC | Domain
‘ ' (S*I)PGW | BNG (*) | | PE (%) | I | DHCP (*) | | MME (*) | | PCRF () |
Network
. DPI (*) | CGNAT | Router 1 | DNS () | | DRA () | | SPR () | Dec})m:irn
7 Wi I
:--------------%,v@drsvv-l -----------F-------Haagsﬂ- N N . S e e
- ecoupling < I decoupling i
u OS + Hypervisor I OS + Hypervisor Infrastructure
V ’ ’ COTS HW 1 B ’ COTS HW Domain
“=wal | SDN Switchi 1 SDN Switchi
CAPACITY = witching I witching

(Homogeneous
infrastructure)
Devices
a2, &,
= ' = -
=
-
. -e
Places FTTx :
- o
= q&} | ] e
. Regional Data
Users Local Points of Presence Core g
Centres
Capillarity, Capacity, Manage users and sessions, Switching, Control functions,
Mobility support Managed local services Transport Managed regional services
(*) llustrative, since final VNFs deployed wil CcpP
depend on a natural selection processes
regarding traffic and digital world evolution ancl 06,
requirements. é\" @ ) ® @
&£ W @
® 9o ©
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