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• Heterogeneous, dynamic, 
and complex networks

• Increasing computing and 
storage power

• Increasing number of 
services in the cloud

• Higher rates/volumes 
demanded but declining 
ARPUs

Context

Trends

Wi-Fi/WiGig

…
FTTH/PON

3G/4G/5GMetro 
Ethernet

DWDM

Source: Wikipedia
Source: Alcatel-Lucent



3

Internet ossification

• Intellectual

• Infrastructure

• Systems

Source: D. Patterson, et al, Committee on Research Horizons in Networking, 2001
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Mobile network ossification

• Backward compatibility

• Circuit-switching legacy
• Hierarchy
• Different approach to reliability
• Transport is transparent
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“Isolated” domains

• Mobile and transport and cloud are separate worlds

3GPP standards Data networking
(e.g., IETF)

Web services
(and server virtualization)
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How did we get here?

IP

Computing

Networks
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Why programmable mobile 
networks?

• Dynamic adaptation to changing user demands 

• Flexible service composition

• Simple, automated, and homogeneous management of 
complex networks

• Cost reduction



8

What is it about?

• Softwarization of the network
• Programmability
• Abstraction / Virtualization

• Putting it all together
• Cloud brings scale
• Software-defined Networking (SDN) brings softwarization of the 

control plane
• Network Functions Virtualization (NFV) brings softwarization of the 

data plane (also control plane)
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Cloud
Motivation

• Avoid upfront investment 
on IT

• Economies of scale of 
cloud provider

• Resource 
upscaling/downscaling

• Cloud service models
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Cloud / Web services
Motivation
• Web service framework for service description, 

publication, discovery, and composition
• Flexible interaction and composition of multi-domain services

• Infra provider, service provider, third party service providers

• Web services/Cloud world would bring more flexibility to 
the telecom world, as systems for offering service there 
were 
• Constrained by the kind of services they could offer (e.g., voice)
• Fully offered by a single operator to its clients without 

interaction/composition with third-party services
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Software-defined networking (SDN)
Motivation

• Similar to active networks
• Long timescales to deploy new network services
• Third-party interest in having application-oriented fine-grained 

control
• Researchers’ need for experimentation in production networks 

without disrupting regular operation

• Later
• SDN as enabler of multi-tenancy in datacenters
• Also moving towards wide area networks to exploit these benefits
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SDN Main Idea (I)

• SDN is a tool for enabling network innovation, based on
• Control/Data plane separation
• Abstractions for distributed network state

Data plane
layer

Network state
management layer

Network control
logic layer

Source: N. McKeown. “How SDN will shape networking”. ONS’2011

Northbound

Southbound
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SDN Main idea (II)
Control/Data Plane Separation and Abstractions for distributed network state

Global network 
view

Openflow operation:
• Control plane decides what rules 

to install in flow tables of switch
• Switch executes simple match-

action rules
OF is only one instantiation of SDN

Source: N. McKeown. “How SDN will shape networking”. ONS’2011

Northbound

Southbound
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Network Functions Virtualization (NFV)
Motivation

• Need for cost reduction
• Increasing capacity demand, but declining ARPU
• Operators want to benefit from the economies of scale of the IT 

industry
• Reduced power usage achieved by migrating workloads and 

powering down unused hardware

• Rapid service innovation through software-based 
deployment and operationalization of network functions 
and e2e services

Source: ETSI GS NFV 001 V1.1.1 (2013-10)
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NFV
Motivation

• Standardized and open interfaces between network 
functions and their management entities so that such 
decoupled network elements can be provided by different 
players

• Operators want to simplify network configuration and 
operation, yet being able to dynamically adapt to 
unexpected demands
• Greater flexibility in assigning VNFs to hardware
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NFV Architecture

Source: ETSI NFV ISG through sdxcentral
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What’s new now?

• Previous work done on
• Active Networks
• Control-Data separation
• Network Virtualization

• Practical pressing needs (clear use case)
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SDN and NFV

Source: ETSI NFV ISG

Open
Innovation

Network
Functions

Virtualization

Software
-defined
Networks

Creates
competitive
supply of 
innovative
applications
by third
parties

Reduces 
CAPEX, 
OPEX, 
Space & 
Power
consumption

Creates
network
abstractions
to enable
faster
innovation
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SDN and NFV and Cloud

Creates
competitive
supply of 
innovative
applications
by third
parties

Reduces 
CAPEX, 
OPEX, 
Space & 
Power
consumption

Offers
flexibility in 
service
deployment
and 
scalabililty

Creates
network
abstractions
to enable
faster
innovation
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Programmable mobile network
How does it look like?

Application-Aware Orchestration

Network-Aware Application
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Programmable mobile network
Stakeholders

Source: G. Schaffrath et al. Network Virtualization Architecture: Proposal and Initial Prototype. ACM VISA, 2009 

Service Provider

Virtual Network Operator

Virtual Network Provider

Physical Infrastructure ProviderPhysical Infrastructure Provider …



22

Programmable mobile networks
Implications

• Blurring borders between network components
• Geographical
• Domain
• RAN - Core
• RAN itself

• Business implications
• Network - Service Provider borders
• From hardware to software industry
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VNF‐A
Manager

VNF‐B 
Manager

E2E NFV Orchestrator (MANO)
Programmable mobile network
Architecture

SDN Controller 
MAN

GMPLS/PCE Controller 
Core

Core Cloud Orchestrator

VNF‐C
Instance

SDN controller 
Wireless Backhaul

Node Cloud 
Controller

VNF‐A
Instance

VNF‐C 
Manager

Transport SDN orchestration

Global Orchestrator (VIM)

VNF‐B
Instance

E2E SDN orchestrator 

SDN 
Controller

Hyper
visor

Edge Cloud 
Orchestrator

SDN 
Controller

Hyper
visor
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Mobile and data networking borders blurring
Evolved Packet System evolution
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Programmable mobile network
Instantiation

VNF‐A
Instance

VNF‐B
Instance

Edge DC 
(NFVI-PoP)

Core DC 
(NFVI-PoP)

ADRENALINE Testbed ® EXTREME Testbed ® 

RAN MAN
(Packet Aggregation)

WAN
(Optical Core)

LTE PHY

GEDOMIS®  Testbed

VNF‐C
Instance

LTE stack

Wireless backhaul and Edge Computing
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Cloud-network borders blurring
IT & network orchestration

VM 1

VM 2

Edge Host 1

OVS

…

OFC PCE
Active 

Stateful PCE

OpenFlow

VM 1

VM 2

Edge Host 2

OVS

…

Distributed “Datacenter” 

Virtual IT 
resources

Network 
Orchestration

OFS

OFS

OFS

VM 1

VM 2

VM N

Host 3

OVS

…

OFC

OpenFlow

VM 1

VM 2

VM N

Host 4

OVS

…

Core Datacenter

OFS

OFS

OFS

IT+network orchestration

OFCBGP‐
LS
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Mobile and transport layers blurring

eNodeB

Residential

Access Aggregation Core

MPLS‐TP

WSON
Business

AEN
PON

IP backbone

Mobile Core (EPC)

Point‐to‐point links

xDSL

FTTH

CSG

MME

BNG

SGW
/PGW

SDN 
Ctrl

Cloud (Datacenter)

…CDNVNFs

Cloud 
Router

‐ AAA
‐ vEPC (only control i.e., MME, 

S/PGW‐C)
‐ … NFV

SGi

S11

AEN

S1‐U
S1‐MME

ADRENALINE



28

Edge and core borders blurring
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Edge and core borders blurring

EXTREME Control Network

Iub interface

HSPA Node B

U
se

r E
qu

ip
m

en
t

Uu interface

Iu-h interface

EXTREME Control &
Measurement System 

3G core network
Emulator

Local
Femtocell
Gateway
(LFGW)
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RAN borders blurring

GPP

FPGA

Net/
Cloud

PHY
baseband

MAC

PDCP

RLC

S1/X2-U

RRM

RRC

S1/X2-
AP GPP

FPGA

Network
in a box

Intelligence 
to the Edge

SGW MME

PGW HSS

GPP

FPGA

Net/
Cloud

RF

Dynamic 
SW/HW PHY 
partitioning

GPP

Net/
Cloud

SDR PHY Cloud 
RAN

Net/
Cloud

Cloud 
Stack

FPGA

Net/
Cloud

Cloud Stack w/ 
dynamic SW 

HW PHY 
partitioning

GPP

FPGA

Net/
Cloud

GPP: General Purpose Processor
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LENA stack over EXTREME Testbed

RAN borders blurring
RAN virtualization testbed

GEDOMIS
PHY
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Examples of RAN borders blurring
Intelligence to the Edge approach (I)

PHY development platform
GPP

FPGA

GEDOMIS PHY

Linux

PHY/MAC
API & driver

EXTREME Testbed

MAC

PDCP

RLC

S1/X2-U

RRM

RRC

S1/X2-AP

SGW MME

PGW HSSnet device

Internet
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Host PC processor

Examples of RAN borders blurring
Intelligence to the Edge approach (II)

PHY development platform

GPP

FPGA
GEDOMIS PHY

Linux

PHY/MAC
API & 
driver

EXTREME Testbed

SGW MME
PGW HSS

net device

Internet

MAC

PDCP
RLC

S1/X2-U
RRM
RRC

S1/X2-AP

PCIe
Driver & 

API

Host PC
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Examples of RAN borders blurring 
Cloud Stack with Dynamic HW/SW PHY partitioning

PHY development platform

GPP

FPGA
GEDOMIS PHY

Linux

EXTREME Testbed

SGW MME
PGW HSSnet device

Internet

MAC

PDCP
RLC

S1/X2-U
RRM
RRC

S1/X2-AP

GEDOMIS SDR PHY
PHY

HW/SW
partitioning 
API & driver
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Methodological approach

• Remarkable methodological novelty
• Open source may become the new standardization process

• Dave Clark on IETF operation: 
• “We don’t believe in presidents, kings, or voting, we believe in 

rough consensus and running code.”

• Democratization of network design
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Conclusion

• Brave new world in networking research

Let’s go shape it!
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Thanks for your kind attention!

• Questions?

Josep Mangues-Bafalluy
Head of the Communication Networks Division
Centre Tecnològic de Telecomunicacions de Catalunya
josep.mangues@cttc.cat
http://networks.cttc.cat
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